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ABSTRACT

This study proposes a new approach that leverages deep learning to the study of flow-induced vibration (FIV), specifically to automate flow
regime classification and to visualize the transitions between these regimes. Using previously obtained data on the amplitude response of an
elastically mounted cylinder as a function of reduced velocity for a range of structural damping ratios, the time trace of the body displacement
and fluid driving forces are first converted into a frequency-time representation using continuous wavelet transforms before being input to
several pre-trained convolutional neural networks for feature extraction. When utilizing the outputs of each convolutional neural network for
regime classification, we found that almost all the machine learning approaches had high cross-validation accuracy that was statistically insig-
nificant from each other. The five best-performing classifiers were then used as an ensemble method, yielding a weighted accuracy of 99.1%
on the test data. The FIV response regimes were further investigated by projecting the outputs of the pre-trained convolutional neural net-
works onto the first three modes identified with principal component analysis (PCA). The PCA plots indicated that, among all the models
considered, Xception showed superior capability in delineating distinct locations for different FIV response regimes, based on the lock-in
frequency and the presence of harmonics in the driving fluid forces. Moreover, the PCA plots also showed that increasing the structural
damping ratio resulted in a diminished disparity in the dynamics of the identified FIV response regimes, leading to a less discernible separa-
tion between the regimes in the plots.

© 2024 Author(s). All article content, except where otherwise noted, is licensed under a Creative Commons Attribution (CC BY) license (https://
creativecommons.org/licenses/by/4.0/). https://doi.org/10.1063/5.0202497

I. INTRODUCTION

Flow-induced vibration (FIV), arising from the complex coupled
interaction between a fluid and a structure [often termed fluid-structure
interaction (FSI)], is an aerodynamically resonant phenomenon impor-
tant to many important areas of engineering. Often observed as the sway-

phenomena: “vortex-induced vibration” (VIV) and “galloping” VIV
occurs as a result of the periodic shedding of vortices or at least shear
layer vorticity variation (Menon and Mittal, 2020), from an elastic or
elastically mounted body leading to a periodic cross-flow forcing. VIV
is self-limited due to the breakup of the symmetrically alternating vor-
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ing of large structures, such as bridges and high-rise buildings, in strong
winds, FIV is both detrimental in applications where structural failure or
long-term fatigue is undesirable and advantageous as a potential source
of renewable energy (Soti ef al,2018; Lv et al, 2021; and Wang ef al,
2017). As such, this has motivated ongoing research to characterize, pre-
dict, and control FIV (Govardhan and Williamson, 2000; Khalak and
Williamson, 1996; Morse and Williamson, 2009; and Wong et al., 2017).
The FIV response of an aeroelastic or elastically mounted bluff
body can typically be characterized in terms of two distinct

tex pattern at large vibration amplitudes (Blevins, 1990). Galloping is
instead driven by the asymmetric pressure distribution across the body
caused by the changes in the instantaneous flow incidence angle as the
body oscillates in the fluid. As both manifestations of FIV are depen-
dent on the properties of the flow and the cylinder (e.g., flow velocity,
Reynolds number, geometry, mass ratio, applied damping, and struc-
tural stiffness), many past works have chosen parameters such that
VIV and galloping occur separately and can be individually investi-
gated (Brooks, 1960). However, recent studies (see Nemes ef al., 2012;
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Zhao et al., 2018) have shown that rich and complex fluid-structure
interactions can also be observed when both FIV phenomena concur-
rently manifest in the dynamic response of the elastic or elastically
mounted cylinder system.

Such a system can be modeled as a linear second-order damped
harmonic oscillator of the following form:

my(t) + ¢y (t) + ky(t) = F, (1), 1)

which relates the total fluid force acting in the cross-flow direction
[F,(1)] to the system mass (), spring constant (k), structural damping
constant (c), and cylinder displacement [y(#)]. The oscillation ampli-
tude (A), flow speed (U), and structural damping (c) are henceforth
represented by their non-dimensional forms: the normalized ampli-
tude parameter A* = A/b, reduced velocity U* = U/(f,b), and the
structural damping ratio accounting for added mass effects

{=c¢/(2\/k(m+ my)). Here, f,, and my, denote the natural fre-
quency of the elliptical cylinder when submerged in quiescent water
and potential added mass, respectively (Blevins, 1990; Sumer et al,
2006). Additionally, b is the cross-stream (major) axis length of the cyl-
inder. It is also noted that both the transverse lift and stream-wise drag
forces are described in their non-dimensionalized form and are
defined as C, =F,(t)/(pU?bL/2) and C, = F.(t)/(pU*bL/2),
respectively, where p is the fluid density and L denotes the immersed
length of the cylinder. The vortex force coefficient [C, = F,(t)/
(pU?bL/2)], which describes the contribution of vortex shedding to
the overall lift force, was computed through a decomposition of the
transverse force into vortex and potential [Fp(t) = —m,j(t)] force
components based on F,(t) = F,(t) — Fy(t) [see Govardhan and
Williamson (2000); Morse and Williamson (2009); and Zhao et al.
(2014a); (2014b)].

One example of the co-manifestation of VIV and galloping relates
to cylinders with elliptical geometries as parameterized by the elliptical
ratio ¢ = b/a, where a and b are the stream-wise and cross-flow
(transverse) dimensions, respectively. Since the circular cylinder is con-
sidered a special case of the elliptical geometry (with ¢ = 1) whose FIV
response is VIV due to the inherent symmetry of the system (see the
reviews of Williamson and Govardhan, 2004; Bearman, 1984), numer-
ous studies have shown that the introduction of deformation, where
&> 1, causes the flow induced by a transversely oscillating elliptical
cylinder to become more unstable (Hall, 1984; Navrose ef al., 2014;
Zhao et al., 2019; and Vijay et al., 2020). However, it was only recently
when Lo ef al. (2023) investigated the effect of structural damping on
the FIV dynamics of a ¢ = 5 cylinder (see Fig. 1) that large-scale oscil-
lation amplitudes, previously unseen for other geometries at similar
U™ values, was discovered. Coined the “hyper-branch,” the maximum
amplitude of A ~ 8b observed for this region is only limited by the
width of the water channel facility in which the experiments were con-
ducted. Additionally, the presence of a secondary vortex street implies
that flow attachment occurs as the cylinder translates across the
oncoming flow and further indicates that the approximately factor-of-
five increase in maximum amplitude over the studies by Zhao et al.
(2019) and Vijay ef al. (2020) can be attributed to the combined effect
of VIV and a galloping-like movement-induced instability in the
hyper-branch. Lo ef al. (2023) also showed that the oscillation ampli-
tude is reduced with increasing structural damping, with the hyper-

P

branch response suppressed for m*( > 0.334.
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FIG. 1. A schematic defining the problem of interest: an elastically mounted elliptical
cylinder model constrained to oscillated transverse (y) to the free stream flow of
velocity U and in the positive x direction. Here, the geometry is characterized by the
elliptical ratio ¢ = b/a, where a and b are the stream-wise and cross-flow dimen-
sions, respectively. Additionally, m is the oscillating mass, k denotes the spring con-
stant, ¢ is the adjustable structural damping, and F, and F, represent the respective
drag and the transverse (lift) fluid forces acting on the body.

While the above-mentioned parametric study has demonstrated
the varied FIV responses that arise from different fluid and structural
variables, identifying and characterizing the oscillatory responses and
their corresponding wake modes into different flow regimes (e.g., VIV
response, the hyper-branch response) were conducted based on a
manual classification by the researcher. Although each identified flow
regime is well-defined and based on the time traces of body vibration
and fluid forces acting on the cylinder, their relationships with other
regimes remain unclear. As such, with the literature spanning different
ranges of structural and fluid variables, it becomes a challenge to deter-
mine if regimes found in previous studies under different names arise
from similar FIV dynamics. Additionally, although such a manual pro-
cess is reasonable for investigations that focus on the effect of a single
parameter on the amplitude response (as a function of U*), this
becomes, at best, inconvenient when multiple system parameters affect
the FIV dynamics.

To address these issues, a deeper understanding of the fluid-
structure coupling may be gained by using a data-driven approach to
analyze the relationships between the dynamic response (e.g., cylinder
displacement and force time traces) and the corresponding wake struc-
ture. An advantage to this approach is that prior physics knowledge or
mathematical models of the system are not required for machine
learning methods to detect patterns or relationships from the data,
although, of course, it is important to relate predictions back to the
flow physics after the machine learning model has done its work.
Furthermore, since each type of wake structure can be treated as a
label, similarities can be drawn between the classification problem in
other engineering fields where signals are categorized into one of mul-
tiple possible unique classes. As emphasized in the review by Brunton
et al. (2020), machine learning has succeeded in handling the non-
linear nature of fluid dynamics in applications like flow feature extrac-
tion, modeling flow dynamics, as well as flow optimization and
control. For the study of FIV, in particular, examples of problems
where data-driven approaches have been applied include predicting
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the crosswind vibrations of rectangular cylinders (Lin ef al,, 2021) as
well as improving the FIV prediction of existing semi-empirical mod-
els (Shi et al., 2023).

However, to the best of our knowledge, leveraging machine learn-
ing methods to study the different flow regimes and wake structures of
elastically mounted cylinders undergoing FIV has not been attempted,
thus far. Fortuitously, signal classification is an area of great interest
due to its applicability in many research fields where one-dimensional
time-series sensor data are important. Notable examples include the
medical field, where diagnosing different types of cardiac arrhythmias
and the identification of epilepsy requires interpretation of biosignals,
such as electrocardiogram (ECG) and electroencephalogram (EEG)
data (Hong et al., 2020; Abbasi and Goldenholz, 2019); audio process-
ing, where signals from a microphone are used for voice recognition;
and anomaly detection, which is used to identify fraudulent transac-
tions (Priscilla and Prabha, 2019) and to monitor faults in real-time
during machining operation (Teti ef al, 2010). Although common
machine learning algorithms to tackle classification problems are k-
nearest neighbors, support vector machines, and tree-based algorithms
(i.e., decision trees, random forest, boosted decision trees, etc.), the
aforementioned approaches require human experts to represent the
raw signal with insightful features (e.g., statistical parameters, such as
mean, standard deviation, and root mean square) (Celin and Vasanth,
2018). While this technique of “feature engineering” is useful in simpli-
fying the classification problem, the model accuracy is dependent on
the quality of the chosen features, with the latter often only applicable
to a specific problem (Chollet, 2022).

To address this challenge, there has been significant interest in
deep learning algorithms that forego the need for feature engineering
and can instead “learn” the features directly from the raw input. Due
to the temporal aspect of signal data, a type of deep learning model
known as the recurrent neural network (RNN) is often employed.
Recurrent neural networks iterate through the entire signal sequen-
tially while also taking into account the values that the signal had taken
before, thus enabling the long-range temporal context of the signal to
be captured. Salloum and Kuo (2017) showed that recurrent neural
networks were able to interpret ECG signals for biometric and authen-
tication identification, while Pham (2021) showed that both time-
space and time-frequency features of the signal can be used as inputs
to a long short-term memory (LSTM) recurrent neural network to
detect irregular heartbeat from ECG data and Parkinson’s disease from
gait data. However, as noted by Vaswani ef al. (2017), the sequential
nature of recurrent neural networks precludes their parallelization dur-
ing training and, as such, can be computationally inefficient.

Another deep learning approach utilizes continuous wavelet
transform (CWT) to first represent the time-frequency information of
each signal in a two-dimensional matrix (Janke and Diener, 2017;
Tran et al., 2020). This array is then used as an input for a deep learn-
ing architecture known as a convolutional neural network (CNN) to
perform the classification. By interpreting the input as a collection of
different spatial features and patterns, convolutional neural networks
have greater parallelism (Bradbury ef al., 2016) and a faster training
time (Weytjens and Weerdt, 2020) than recurrent neural networks.
Additionally, when comparing the performance of recurrent neural
networks and convolutional neural network architectures for non-
audible speech classification and crop identification, Fernandes et al.
(2019) and Zhao et al (2019), respectively, concluded that the

ARTICLE pubs.aip.org/aip/pof

convolutional neural network approach performed with greater accu-
racy. Another advantage, as demonstrated by Narin (2020) for the
detection of focal and non-focal epileptic seizure, is that the resem-
blance of the continuous wavelet transform outputs to an image means
that a pre-trained model (a saved neural network previously trained
on a large image dataset) can be utilized instead of training a model
from scratch. As such, less data and shorter training time are required
to achieve the same performance since the knowledge already learnt by
the pre-trained model is “transferable.” Finally, as flow regime classifi-
cation in FIV research is predominantly driven by the analysis of fre-
quency components in the time trace signals, the use of continuous
wavelet transforms to represent the frequency-time information is a
natural framework in which to elucidate the relationships between the
dynamic response and wake modes of an oscillating cylinder.

In summary, the current literature has shown that the FIV
response of elliptical cylinders is dependent on the parameters of the
fluid-structure interaction, such as elliptical ratios, reduced velocities,
and Reynolds number. Although past studies have manually identified
the different flow regimes and their associated wake modes, there is a
lack of knowledge on the relationship with other regimes, as well as
with those identified in previous studies (Zhao ef al., 2019; Lo et al,
2023). This, along with the intractability of performing regime classifi-
cation with the constant supervision of the researcher for studies span-
ning multiple structural and fluid variables, restricts the ability to scale
parametric studies to incorporate a more holistic understanding of the
underlying fluid-structure coupling that drives the FIV dynamics.
With machine learning becoming more prominent in fluid dynamics
research, this issue may be addressed with a data-driven approach.
Specifically, the deployment of continuous wavelet transforms and
convolutional neural networks in combination shows potential as a
classification strategy, owing to their success in other research fields.

The article proceeds by outlining the methodology in Sec. I,
which includes the dataset (Sec. IIA) and machine learning
approaches used (Sec. IT C). Next, the application of the machine learn-
ing model as a classification tool and as a method to compare and dis-
tinguish between FIV regimes is discussed in Secs. III A and IIIB,
respectively. Finally, the conclusions are drawn in Sec. I'V, highlighting
the important findings and the significance of the current study.

Il. METHODOLOGY

This study will primarily be conducted on a dataset obtained by
Lo et al. (2023), with the machine learning (ML) methodology imple-
mented using Python and its additional open-source ML-related pack-
ages. Continuous wavelet transforms are implemented using the
PyWavelets (Lee et al, 2019) package, while Keras (Chollet et al,
2015) and Tensorflow (Abadi ef al., 2015) packages are used to build
and train the neural networks. To gain greater insight into the outputs
from the deep learning model, as later discussed in Sec. I1I B, principal
component analysis (PCA) is implemented using the scikit-learn
library.

Figure 2 outlines the general machine learning workflow used to
classify the FIV response based on the body displacement and trans-
verse fluid force components (i.e., the total lift force, Cy and the vortex
force, Cy) acting on the elliptical cylinder. Starting with the time traces
of these signals [Fig. 2(a)] obtained by Lo ef al. (2023), a continuous
wavelet transform is used to represent the time-frequency and ampli-
tude information of the measurements as a two-dimensional array
[Fig. 2(b)]. Since the result (known as “scalograms”) resembles an
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FIG. 2. Overview of the machine learning workflow of this study. (a) The normalized amplitude y*, lift coefficient C,, and vortex force coefficient C, time traces resulting from
the fluid-structure interaction between the flow and the cylinder, as a function of oscillation period , is converted into (b) scalograms using a continuous wavelet transform with
complex Morlet wavelets. (c) The convolutional neural network (the graphical representation of the Xception model is shown here as an example, where ¢ x8 symbol denotes
the number of times the section has been repeated) is then utilized to further transform the scalogram, with the resultant outputs used as inputs for (d) a fully connected neural

network classifier.

image, a convolution neural network [Fig. 2(c)] is then used to further
extract the key features of the signals required by the feed-forward
neural network classifier [Fig. 2(d)] to perform regime identification.
Further details about the dataset can be found in Sec. I A, while the
continuous wavelet transform and deep learning implementations (i.e.,
the convolution neural network and feed-forward neural network) will
be discussed in Secs. IT B and I1 C, respectively.

A. Dataset for machine learning training

Using the setup as defined by the schematic in Fig. 1, Lo ef al.
(2023) conducted a parametric investigation to obtain the effect of
damping ratios on the FIV response as a function of reduced velocity
and whose data (i.e., body vibration and fluid force time traces) will be
used for the training and testing of models in this study. The experi-
ments were conducted within the free-surface recirculating water
channel of the Fluids Laboratory for Aeronautical and Industrial
Research (FLAIR) at Monash University. To implement free transverse
vibration, the ¢ = 5 elliptical cylinder was mounted on a low-friction
air-bearing rig and was elastically constrained by high-precision exten-
sion springs. The mass ratio of the total oscillating system was
m* = m/my = 17.4, where m, is the mass of the displaced water. The
structural damping of the air-bearing rig was controlled using an elec-
tromagnetic damper system developed by Soti et al. (2018). Further
details on the experimental methodology, including the elliptical cylin-
der, air bearing rig, and damper system, can be found in Lo ef al.
(2023).

The fluid-structure interactions between the fluid flow and ellip-
tical cylinder were investigated for structural damping ratios over the
range 3.62 x 107> < { < 1.87 x 10™! for reduced velocities 2.3 < U*
= U/(fawb) < 10.0. Measurements at each U* value were conducted
for 300s with a sampling rate of 100 Hz. The corresponding free-
stream velocity and Reynolds number in the water channel were
40 < U < 180mm/s and 980 < Re = UD/v <4410, respectively,
where v is the kinematic viscosity of the fluid. The free-stream turbu-
lence level was less than 1% over the flow velocities of interest. To fur-
ther explore the movement-induced nature of the different FIV
regimes and the effect of hysteresis, experiments with increasing and
decreasing reduced velocities were conducted.

After characterizing the FIV response based on the body displace-
ment and fluid forces acting on the elliptical cylinder, Lo et al. (2023)
identified four main flow regimes corresponding to non-negligible
amplitudes as shown by the time traces [i.e, y*(t), C,(t), and C,(¢)] in
Fig. 3 as well as the frequency decomposition of both the transverse lift
and the vortex forces in Fig. 4. These regions arise from the vortex
shedding frequency “locking” onto the body oscillation frequency at
close to the natural frequency of the system when submerged in quies-
cent water, f* ~ fc*y & faw- In line with the naming convention by Lo
et al. (2023), the subplots of Figs. 3(a)-3(d) and 4(a)-4(d) both corre-
spond to regime I, regime II, hyper-branch regime, and regime III,
respectively.

While regime I is mainly characterized by C, oscillating at
f* =1, the appearance of regime II is marked by the development of
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the second and third harmonics in the transverse lift and vortex forces.
In the hyper-branch regime, large vibrational amplitudes are observed
along with a slight drop in the third harmonic of C, and C, to below
f* = 3. Finally, regime III is identified by the transverse fluid and vor-
tex forces oscillating at a frequency marginally above the natural fre-
quency fuw, which increases slowly with U*. In addition to the
aforementioned “lock-in” regimes, a fifth regime known as the
desynchronized region was observed and corresponds to chaotic
amplitudes with frequency contributions mainly by vortex shedding at
the Strouhal frequency. The contour map in Fig. 5 shows how the FIV
amplitude of the cylinder varies with reduced velocity and damping
ratio as well as the location of each flow regime in the U* — { parame-
ter space.

As shown in Fig. 6, particle image velocimetry (PIV) was then
conducted to elucidate the wakes associated with the vibrational
response of the elliptical cylinder in each regime. While no discernible
flow patterns were observed in the desynchronized regime, the alter-
nating shedding of two singular vortices from either side of the

cylinder every oscillation cycle was the main wake structure present in
the four lock-in regimes. Labeled the 2S wake mode, the vortices are
shed approximately in-phase relative to the body vibration, except for
regime III [Fig. 6(d)], where vortex shedding occurs in an anti-phase
with a delay of 180°. In addition to the main 2S mode that was the sole
flow feature in regime I [Fig. 6(a)], regime II [Fig. 6(b)], and the hyper-
branch regime [Fig. 6(c)] are also characterized by the presence of a
continuum of starting vortices (i.e., the secondary vortex street) that
form a zigzag pattern aft of the cylinder. For regime III [Fig. 6(d)], the
ancillary structure is a thin shear layer that forms a tail connecting the
major vortices to the elliptical cylinder. These additional wake struc-
tures are the source of the second and/or third harmonics in the trans-
verse fluid force (i.e., C,, Cy) frequency responses.

The study by Lo ef al. (2023) contains FIV responses for 18 struc-
tural damping ratios, with a total of 3255 points in the U*-{ parameter
space. The distribution of samples across the five identified wake-
mode classes is skewed, with approximately 12% of the data belonging
to regime I, 4% in regime II, 10% in the hyper-branch regime, 34% in
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regime ITI, and 40% in the desynchronized region. As such, the wake-
mode identification part of this study as discussed in Sec. III A
becomes an imbalanced classification problem. To have a true mea-
surement of model accuracy, training data are used to train and opti-
mize the machine learning model, while the test set is withheld and
exclusively used to provide an unbiased out-of-sample evaluation of
the final model accuracy at the end of the study. In this study, 60% of
the total data points was used for model training and validation while
the remaining 40% of the data was taken as the 1302-point test set. To
ensure that both sets reflect the total database, stratified splitting was
performed such that the percentage of samples belonging to each class
is identical across the partitions.

B. Continuous wavelet transform (CWT)

Utilizing the dataset and the knowledge gained from the study by
Lo et al. (2023), the relationship between the wake and the structural
response of the elliptical cylinder is ascertained by first transforming
the time trace signals into a form that is amenable to the deep learning
architecture shown in Figs. 2(b) and 2(c). While the frequency infor-
mation is important in determining the physics of the FIV system for a
given U* and ( as discussed in Sec. [T A, the temporal nature of the sig-
nal is also important in determining if any time-dependent phenom-
ena are occurring. Examples include the branch-mode competition
observed by Zhao ef al. (2018) for the square cylinder and the intermit-
tent mode-switching between the upper and lower branches of the cir-
cular cylinder FIV response at low mass ratios. An approach that
allows the characteristics of the structural response in both the fre-
quency and time domain to be captured is the continuous wavelet
transform (CWT). Mathematically, this process is a cross correlation

304 05 6
I =lfow

between a signal s(f) (standardized with the z-score) and a reference
wavelet ¥(t) such that

st v (52 - 0w (52
()

where the time-frequency representation of the signal Wy is a function
of the reference wavelet’s scale n and time shift m (Tary ef al., 2018).
Wavelets are a family of functions localized in time and have zero
mean and unit energy. The complex Morlet wavelet is used, taking the
following form:

W(t;B,C) = —— exp ¢ exp 7™, 3)

1
VB
where B and C are the bandwidth and center frequency, respec-
tively, and W*(¢) is its complex conjugate. Since the inner product
(..y at time ¢ is maximum when both functions are identical in fre-
quency space, continuous wavelet transforms capture both the fre-
quency and time information of the signal. The wavelet used to
interrogate the s(t) signal can be considered as a complex sine wave
localized in time (due to the minimal amplitude away from the sig-
nal center), so the role of m is to translate the center of the wavelet
to t=m while n scales the frequency C. The resultant representa-
tion after taking the absolute value |W;(n, m)| is known as a scalo-
gram and is plotted as a two-dimensional contour with time (m)
and frequency (n) as the axes. Their resemblance to an image
allows the product of the continuous wavelet transform to be
used as inputs for the convolutional neural network discussed in
Sec. [IC1.
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Due to the wake-body synchronization that occurs during the
lock-in regimes in the FIV response of the elliptical cylinder, the com-
plex Morlet wavelet used in this study was chosen to have a center fre-
quency of C=f,, and a bandwidth B corresponding to three
oscillation cycles. The frequency scales of interest include 23 points
uniformly distributed over a range of a € [0.9, 3.1] f,y. As will be dis-
cussed in Sec. I[IC 1, the convolutional neural network accepts three-
dimensional arrays as inputs, where the first two dimensions denote
the width and height of the image while the last dimension represents
the intensities in the red, green, and blue channels.

To maximize the information available to the deep learning
model, three different time traces can be simultaneously incorporated
into the scalogram image corresponding to each of the three color
channels. The cylinder displacement (y*), cross-flow lift force (C,),
and vortex fluid force (C,) were specifically chosen as the parameters
that best describe the FIV response due to the system being con-
strained to only transversely oscillate, with the inclusion of C, to
account for the vortex shedding dynamics. Furthermore, additional

knowledge about the amplitudes of each sample can be encoded into
the scalograms by normalizing the color intensities of each channel in
the image array relative to some fixed reference. This normalization
method is mathematically defined as

1(i,j,¢) = M(;((?)C)) <

Wi(i, js c)
maxW(i, j; ¢

)), c={0,1,2}, (4)

where i and j refer to the position along the width and height, respec-
tively, for a scalogram image. In order, c refers to the red, green, and
blue color channels, with each channel corresponding to a time trace
such that s(t;c) = [y*(t), C,(t), Ce(t)]. M(s) is the maximum value
for a given s(t; ¢), which is the mean of the top 10% of amplitude peaks
for y*, and is the maximum root mean square value for the lift and
vortex forces. Finally, R(c) = [8,1.8,1.8] is the fixed reference for
each parameter and was determined a priori by first identifying the
maximum value of the time traces across the entire dataset. Figure 7
shows an example of the resultant images for each lock-in regime after
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FIG. 6. Phase-averaged normalized vorticity contours of the wake structures down-
stream of the elliptical cylinder when the cylinder is in the center position and mov-
ing downward. Here, the flow evolves from left to right with the blue and red
contours representing clockwise and anti-clockwise vorticity, respectively. In each
plot, the green dot and vertical line between two horizontal bars denote the body
center position and peak-to-peak vibration amplitude of the cylinder, respectively,
while a single shed vortex every half-cycle is denoted by S. The normalized vorticity
field w; = w,b/U, where w, is the vorticity out of the x-y plane. The FIV flow
regime and (U*, {) value corresponding to each frame is (a) regime I—(3.5,
1.88 x10’2), (b) regime 1l—(4.0, 3.58 x10’3), (c) hyper-branch regime—(6.0,
1.88 x1072), and (d) regime lll—(7.2, 1.88 x102).
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performing continuous wavelet transform on the time trace signals
and subsequently applying normalization. Scalograms of the
desynchronized regime are not presented here due to the negligible
vibrational dynamics causing the resultant images to be almost
completely black.

The appearance of each sample, when expressed using the CWT
method as described above, will be unique and dependent on the fluid
forcing, vortex forcing, and vibrational dynamics of the elliptical cylin-
der undergoing cross-flow FIV for a given U* and { value. Thus, the
role of the machine learning models will be, using the characterization
of the different FIV responses by Lo ef al. (2023) as the “ground-
truth,” to identify the common visual features in the scalogram that
allows one regime to be distinguished from another.

C. Deep learning architectures

Once the time trace signals have been converted into a scalogram
using the continuous wavelet transform, the relationship between the
resultant contour (in the form of an image with red, green, and blue
color channels) and the wake structure will be identified using both
the convolutional as well as a feed-forward neural network. Acting as
universal function approximators, an advantage of this approach is
that the complex connection between the inputs and outputs does not
need to be derived analytically but instead can be mimicked using pre-
obtained data. In implementations of deep learning, the “depth” of the
aforementioned neural networks refers to the numerous successive
layers of representation utilized to transform the data into a high-
dimensional space such that patterns can be clearly extracted. A typical
architecture consists of an input layer, hidden layers that provide the
main computation power of the model, and an output layer that gener-
ates the prediction. As each layer consists of a basic tensor operation, a
chain of these layers can be likened to a multistage process where the
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FIG. 7. Contour plot of the scalograms after the continuous wavelet transform was applied to the 300-second long time trace obtained at { = 3.62 x 103 in decreasing U*
increment when U* = (a) 2.5, (b) 4.0, (c) 5.5, and (d) 7.0. The frequency resolution on the vertical axis is 0.1 f,, over a range from f* =0.9 to 3.1. The resultant RGB colors
are obtained by the magnitude of each scalogram value (normalized by their maximum). RGB channels: red—body displacement, blue—transverse fluid force, and green
—vortex force. N.B.: for better contrast, the intensity of the images has been increased by a factor of five.
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data progressively become more “meaningful” with respect to some
desired task. Since both the convolutional and feed-forward neural net-
works consist of parameters that dictate how the inputs are related to
the outputs, a process known as training is utilized to determine, from
the existing experimental measurements, the parameters that would
correctly identify the relationships between the inputs and the outputs.
Mathematically, this process can be expressed as determining the
model parameter values that minimize the loss function, which defines
the error between the predicted regime and the true value observed in
the data (i.e, the “label”). As the problem of interest involves multi-
class, single-label classification, the categorical cross-entropy was cho-
sen to be the loss function and is defined as

f: —;tilog(pi), (5)

which sums over all n classes, where t; is the truth label (i.e., the true
flow regime) and p; is the probability determined by the model that the
given input belongs to the ith class. As there are a total of five possible
flow regimes in the FIV response, the labels are one-hot encoded such
that they are represented as an array of length n where each position in
the array corresponds to a given class. As such, ;=1 only occurs for
the location of the flow regime we wish to represent while #; is 0 for the
other positions.

Although deep learning models are trained by minimizing the
loss, the model performance is measured using a metric instead. As
such, the former acts as a proxy for the latter since some desired metric
functions are not differentiable and hence cannot be optimized via gra-
dient descent methods used by neural networks during model training.
In this study, the loss minimization using gradient descent is con-
ducted using the “RMSprop” optimizer (Hinton ef al., 2012) in batches
of 32 samples with a learning rate of 2 x 107>. To account for the class
imbalance in the dataset, the performance of the models will be evalu-
ated using the “weighted accuracy” (i.e., the fraction of the total num-
ber of correct predictions) metric where the individual contributions
by a sample to the loss is dependent on the class that the data point
belongs to. The weighting for samples in the nth class w,, is taken as

Ptot
)
NclassP n

Wy = {n=1,2,...,Naass }, (6)
where a ratio of the total number of points in the total dataset Py, to
the number of classes N, is used to scale the P, points in the nth
class. As such, this allows under-represented wake modes with few
samples (such as regime II) to be as equally important to the model as
other categories with many examples.

Beyond the aforementioned parameters found during the training
of deep learning models, hyper-parameters also affect model perfor-
mance. Defined as a parameter whose value controls the learning pro-
cess, hyper-parameters must be optimized outside of model training
by training the model multiple times to find the combination that
yielded the best performance as measured by the metric. The only
hyper-parameter of interest in this study, which was deemed to have
the strongest influence on model performance, is the number of
epochs (i.e., the number of times the entire training dataset was used
during training).

However, this hyper-parameter tuning process is susceptible to a
detrimental phenomenon known as “overfitting” A model is

ARTICLE pubs.aip.org/aip/pof

considered to be overfitted when a model starts to learn the noise (i.e.,
irrelevant information) specific only to the training data, at the expense
of its predictive ability to generalize to unseen data based on patterns
learnt during training. As such, to accurately ascertain the effect of
hyper-parameters (i.e., the number of training epochs) on the loss, k-
fold cross-validation is often used to minimize the effect of overfitting
on the final estimate. For this approach, the training data are split into
k sets, where one set is selected for validation and is used to evaluate
the performance of a model trained on the remaining k — 1 sets. This
process is repeated k times such that each set is the validation set once,
with the resultant k performance scores averaged to provide the final
estimate. Fivefold cross-validation was utilized in this study with strati-
fied sampling conducted to ensure the same ratio of flow regimes in all
the sets. To account for the class imbalance in the dataset during train-
ing, an oversampling approach is utilized, whereby the minority classes
are randomly sampled with replacement such that the number of
instances in each class is balanced. As the models are trained in a
batch-wise manner, this method allows for a smoother loss gradient
signal over the weighting method as a sample belonging to a minority
class will appear in many different batches with equal weighting
instead of just one batch with a large weight.

The specifics of the layers that make up the convolutional neural
network and the feed-forward neural network classifier used in this
study will now be discussed in Secs. I C 1 and I1 C 2, respectively.

1. Feature extraction using convolutional neural
networks

As their name suggests, the interpretation power of the convolu-
tional neural network arises from the convolutional operation con-
ducted by each layer of the model to learn local patterns in the input
images. Conceptually, the convolutional layer can be thought of as
passing the inputs through different filters to spatially locate the posi-
tions corresponding to the specific features (ie., corners, curves, etc.)
that are of interest for each filter (Chollet, 2022). This is implemented
by sliding a n-by-n window over the input array, and at each window
location, taking a tensor product of the elements bounded by the win-
dow with the convolutional kernel k. After adding a constant offset
called bias b, the output of the convolution layer is calculated by apply-
ing an activation function on the resultant tensor to introduce non-
linearity. Mathematically, this is described as

8" — 4 (6(’”) Ny E(i)), %)

where 00~ and O are the output of the previous and current layers,
respectively. Although the initial image input has three channels corre-
sponding to the color intensity of red, green, and blue, each channel of
the outputs refers to a particular filter in the kernel. An advantage of
such an approach is that the patterns learnt by the convolution layers
are generalizable and can be recognized anywhere in the image.
Additionally, the use of successive layers allows the model to represent
increasingly larger patterns in the later layers as a conglomeration of
smaller features captured in the initial layers. As such, the translation
invariance and ability to identify the spatial hierarchy of patterns allow
complex and abstract visual concepts, particularly of images, to be
learnt in a data-efficient manner.

In the case of this study, scalograms are used as the image inputs
instead. Since a scalogram represents the frequency and time
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information of a signal across its vertical height axes and horizontal
width axes, respectively, the outputs of the convolutional neural net-
work can hence be thought of as an interpretation of the FIV-related
signals based on the latter’s frequency and time characteristics. As
such, the patterns and bands that appear (Fig. 7) in, as well as their
location within, the scalogram are the main features used by the
machine learning model to categorize the different samples of the data-
set into the five different FIV regimes identified by Lo ef al. (2023).

Although convolutional neural networks are well-suited to classi-
fying image-like scalograms, many samples are usually required to
train an accurate model. To overcome this limitation, a “transfer learn-
ing” approach is undertaken by re-purposing the hidden layers of pre-
trained convolutional neural networks for image classification instead
of identifying image patterns from scratch. Although the original
model may have been trained on completely different images to the
current application, the main assumption is that, provided a suffi-
ciently vast and diverse dataset, the learnt features are general enough
to interpret the visual world. Of the many pre-trained convolutional
neural network models available in the Keras library, six commonly
used architectures were selected in this study to evaluate their perfor-
mance in classifying the scalograms based on the type of synchroniza-
tion regime (i.e., regime I, regime II, hyper-branch regime, regime III,
or desynchronized regime). The six chosen architectures are the
Xception (Chollet, 2017), InceptionV3 (Szegedy et al., 2015), ResNet50
(He et al,2016a), ResNet50V2 (He et al.,2016b), InceptionResNetV2
(Szegedy et al., 2016), and VGGI16 (Simonyan and Zisserman, 2014)
models.

While all the models of interest in this study utilize convolutions
as the main mathematical approach to interpret the multi-dimensional
inputs, the way these low-level operations are implemented differs
amongst the different architectures. The dissimilarity often arises in
the number of layers (i.e., model depth); the number, size, and stride
length of the convolutional kernels; the use of pointwise convolutions
and separable convolutions; the inclusion of shortcut connections; as
well as the frequency at which the pooling layer is applied. The unique
combinations of the aforementioned factors mean that each architec-
ture will approach the task of analyzing the input data differently, with
varying levels of accuracy and computational efficiency. Therefore, this
study aims to elucidate the model architecture that is best suited for
classifying scalograms of FIV-related signals and also to identify the
models that can represent the data such that it is “interpretable” by a
human researcher (see Sec. 111 B).

The pre-trained models use parameters learnt through training
on the ImageNet database, which was developed by Deng ef al. (2009)
and contains over 1.4 x 10° images spanning 1000 classes. Although
each model had different input image sizes when trained on ImageNet,
the size of the images in this study for all models was chosen to be
299 x 299 pixels’, in line with the largest inputs for the models of
interest (i.e., Inception, Xception, and InceptionResNetV2). As the
images are in color with three channels corresponding to red, green,
and blue intensity, each image has a total of 299 x 299 x 3 inputs.
Since the scalograms generated in Sec. 11 B have a size of 23 x 30000
pixels® due to the 100 Hz acquisition rate, they were first reconfigured
by cutting the array into 13 sections and stacking them together to
form a 299 x 2307 pixels® image. The result was then resized in the
temporal direction to obtain the required size [Fig. 2(b)]. Although
this operation results in an approximately 7.7x compression loss with
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each pixel spanning 77 milliseconds in the horizontal direction, the
resultant Nyquist rate is approximately 9 f,,,, with an overall resolution
of approximately 18 points per cycle corresponding to an oscillation
period of ~1.4s. As such, any intermittent behavior will still be well
captured since the highest harmonic of interest is f* = 3. After feeding
the scalogram images as inputs to the pre-trained convolutional neural
network, the outputs of this feature extraction process are then stored
and later used as inputs to the fully connected output layer for wake-
mode classification (Sec. 1T C 2).

2. Fully connected output layer for classification

Using the outputs of the pre-trained convolutional neural network
as discussed above, the five-node fully connected output layer shown in
Fig. 2(d) is then used to perform the wake-mode classification. By
assuming that the convolutional neural network has extracted all the
salient frequency-time information from the scalogram, the samples cor-
responding to each FIV regime will occupy a unique subspace within
the high-dimensional output space of this network. Therefore, the role
of the final fully connected layer in the overall machine learning work-
flow is to identify the boundaries in the high-dimensional space that can
separate the five response regimes with the “minimum” error. As such,
the output of the convolutional neural network becomes the input for
the fully connected layer, with the final output being the prediction of
the FIV regime for a given input sample.

While similar in architecture to their convolutional counterpart,
the fully connected layer is characterized by each node being “fully
connected” to every node in the layers immediately preceding and suc-
ceeding it. Mathematically, this is represented by the dot product oper-
ation and defined as

6" — (6.5 +5), ®)

where, instead of convolution with a kernel, a matrix of weights w is
used to define the relationships between nodes from layer to layer.
Although the number of inputs corresponds to the number of outputs
of the convolutional neural network, the fully connected layer has five
outputs corresponding to each of the five regions of interest in this
study. The activation for this layer is achieved using the softmax func-
tion, which is often used for multi-class and single-label classification
tasks where the value of each output node corresponds to a possible
response regime. This is mathematically defined as

exp X;

Alxi) =pi=5——) &)

> expx;

=1
where the resultant values [equivalent to p; in Eq. (5)] correspond to
the probability that a given input belongs to the ith regime as predicted
by the model. Here, X¥ denotes an array where each element represents
one of the total n=>5 regimes. Therefore, the prediction of this feed-
forward fully connected neural network classifier is the regime with
the highest probability as measured by the fully connected softmax-
activated final layer.

Ill. RESULTS
A. Wake mode and response regime classification

Before any discussion can begin, the effect that the skewed nature
of the dataset has on the measures of model performance must first be
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accounted for. As such, care must be taken to establish a baseline such
that the true “statistical power” of any predictive model in this study
can be ascertained. This reference is provided by a “naive” classifier,
where performance below the minimum baseline indicates that the
model is not useful as it does not capture any relationships in the data.
Since the metric of interest is the weighted accuracy, the naive classifier
with no domain knowledge about the problem will randomly predict
one of the five classes. As the weighting approach negates the effect of
class imbalance on the measure of overall model performance, the
baseline weighted accuracy used for comparison in this study is 20%.

For hyper-parameter optimization, Figs. 8(a)-8(f) show the
weighted accuracy (with error bars denoting standard errors) for each
architecture during training, estimated using fivefold cross-validation,
as a function of epochs (the number of times the entire training dataset
has passed through the ML algorithm). Except for ResNet50V2 and
InceptionResNetV2, all the models tested in this study demonstrate a
smooth convergence to a maximum weighted accuracy value within
approximately 25 epochs. To ascertain the optimal number of epochs
used for training, a variation of the one-standard-error rule suggested
by Hastie ef al. (2001) is utilized to determine the ideal epoch for each
model. Here, the most parsimonious model whose accuracy is no
more than one standard error below the accuracy of the best model
(denoted by the open red circle) is chosen. Since parsimony is consid-
ered to be negatively correlated with the number of epochs, the epoch
reported in Table I was chosen as the lowest number whose accuracy
was within one standard error of the maximum accuracy for each
given architecture.

After optimizing the weighted accuracy of each model, their per-
formance is then compared to select the best-performing architecture
for the problem presented in this study. To ensure that the differences
in model performance are statistically significant, a “corrected”
resampled student ¢-test, first proposed by Nadeau and Bengio (1999),
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is conducted using 15 folds of the training data (obtained by repeating
the fivefold cross-validation three times) with a significance level of
0.05. The adjustment of the t-statistic is necessary as the training and
validation data overlap across each iteration of a single cross-validation
experiment, thereby violating the assumption of independence needed
for an unbiased estimate of variance required in a true test of statistical
significance (Witten ef al, 2011). The corrected t-test used in this
study is

te = ———, (10

where the random variable d, the difference in weighted accuracy of
the two models, has a mean of d and a variance of 2. Unlike the
uncorrected f-statistic, f. cannot increase boundlessly with the number
of folds (k) and is instead also dependent on the number of samples
used for training (n;) and validation (#,). The choice of 15 folds is in
line with the suggestion made by Nadeau and Bengio (1999), who
argued that the increase in the statistical power of the test by choosing
beyond k=15 folds is likely not worth the additional computational
effort. As such, Table I shows the weighted accuracy and standard
error for each model averaged over 15 folds.

Interestingly, the pre-trained Xception model had the highest
weighted accuracy of 98.9 * 0.2, agreeing with the results presented by
Copiaco et al. (2019) for audio classification with scalogram represen-
tations. However, when comparing the statistical significance of this
result using the . statistic, only the difference in the weighted accuracy
of the InceptionResNetV2 model was deemed statistically significant
with a p-value of 0.06%. Relative to the best-performing Xception
model, the null hypothesis could not be rejected for the other

FIG. 8. Evolution of weighted accuracy as
a function of epochs for the training data
using (a) InceptionV3, (b) Xception, (c)
ResNet50,  (d)  ResNet50V2, ()
InceptionResNetV2, and (f) VGG16 pre-
trained convolutional neural networks. The
plots are taken as the average of the
accuracy curves obtained during each iter-
ation of the fivefold cross-validation, with
the error bars denoting the standard error.
The red point shows the maximum accu-
racy achieved by the model, with the gray

1 25 50 75 100 125 150 175 200 1 25 50 75

Epochs

dotted lines and annotations denoting the
epoch and accuracy of the idea model as
determined using the “one-standard-error”
rule.

100 125 150 175 200
Epochs
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TABLE I. Weighted accuracy and standard error (SE), evaluated using fivefold cross-validation repeated three times, of the pre-trained models after hyper-parameter optimiza-
tion of the epoch number. Models were compared to the highest mean accuracy (Xception), with modified t-tests conducted to measure the statistical significance of this differ-
ence (A Accuracy) as indicated by the p-value. Training time indicates the duration of feature extraction and a single fivefold cross-validation used in hyper-parameter

optimization.
Epochs  Weighted accuracy (%)—pre-trained model ~ SE (%) A Accuracy (%) p-value (%) Training time (h)

Xception 12 98.9 0.2 = e 0.73
InceptionV3 4 98.4 0.2 0.5 41.85 0.58
ResNet50 7 98.6 0.2 0.3 41.11 0.80
ResNet50V2 65 98.8 0.5 0.1 91.02 0.76
InceptionResNetV2 123 90.9 0.8 8.0 0.06 0.46
VGGl6 18 98.8 0.2 0.1 98.37 0.27

architectures. As this lack of definitive difference in the weighted accu-
racy of the top five machine learning models may be attributed to the
data in the present study only containing samples across U* and {,
employing machine learning models to classify samples collected over
a wider parameter space may yield a more significant performance dif-
ference. Nevertheless, the average weighted accuracy across the five
best pre-trained models was 98.7%, approximately 4.9 times the naive
classifier baseline accuracy of 20%. This indicates that the machine
learning workflows proposed in this study can correctly identify the
relationship between the wake mode and the structural response in
FIV of an elliptical cylinder.

To demonstrate the validity of using the pre-trained convolu-
tional neural networks over training one entirely from scratch (ie.,
training both the convolutional neural network base and the classifier
together), Figs. 9(a)-9(f) show the fivefold cross-validated accuracy for
each randomly initialized architecture as a function of epochs using
the same training data as before. Since both the convolutional base and

the classifier were initially untrained, they were first combined and
then trained as a singular machine learning model. Except for
ResNet50V2 and InceptionResNetV2, the models performed approxi-
mately the same as a naive classifier with an accuracy of ~20% at first,
before an almost instantaneous jump in performance and a rapid
convergence to the optimal weighted accuracy. Again, the one-
standard-error rule was used to ascertain the optimal epoch number
hyper-parameter, with the ideal epochs for each tested architecture
reported in Table II. The corresponding accuracy and standard error
for each optimized model were obtained using fivefold cross-validation
repeated three times and are also presented in the table.

Although the convolutional bases have now learnt spatial features
and patterns that are specific to the scalogram images, the differences
in weighted accuracy are not statistically significant (hypothesis testing
using the f. statistic with a significance level of 0.05) when compared
to the pre-trained convolutional neural networks. This suggests that
the ImageNet database, from which the Xception model was trained, is
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TABLE II. Weighted accuracy and standard error (SE), evaluated using fivefold cross-validation repeated three times, of models trained from scratch after hyper-parameter opti-

mization of the epoch number. Each architecture was compared to its pre-trained counterpart, with modified t-tests conducted to measure the statistical significance of this differ-
ence (A Accuracy) as indicated by the p-value. Training time indicates the duration of a single fivefold cross-validation used in hyper-parameter optimization.

Weighted accuracy (%) A Accuracy with respect

Epochs —trained from scratch SE (%) to pre-trained model (%) p-value (%) Training time (h)
Xception 34 98.6 0.3 -0.3 74.21 9.95
InceptionV3 55 98.5 0.2 0.1 82.63 6.75
ResNet50 44 98.5 0.1 —0.1 83.06 8.61
ResNet50V?2 42 98.5 0.3 —0.3 83.85 7.68
InceptionResNetV2 17 98.5 0.2 7.6 0.10 11.97
VGG16 66 98.3 0.3 —0.5 52.87 11.78

general enough to accurately extract the features of the scalogram
images in this study. The only exception is the InceptionResNet50V2
model, where the increase in weighted accuracy of 7.6% was deemed
statistically significant with a p-value of 0.1%. This result indicates that
although the architecture can learn the features to interpret the scalo-
gram images accurately, the weights the model learnt from ImageNet
are not as transferable as those for the other models investigated in this
study.

Furthermore, an advantage of just training the fully connected
classifier over training a model from scratch is the reduction in com-
putational complexity. Along with fewer parameters required to be
optimized, the dot product operations used in the fully connected neu-
ral classifier also require fewer operations to compute than the opera-
tions in the convolutional layers of the convolutional neural networks.
Hence, training is much less resource- and time-consuming to com-
plete. On our computational setup (Intel Core i7 5930K CPU and
64 GB of RAM, with machine learning operations conducted on a
12 GB VRAM ASUS GeForce RTX 3060 GPU), training both the con-
volutional neural network base and the classifier (Table II) was on
average 19.3 times as long as the time required to perform feature
extraction on the scalogram images using the pre-trained model and
to complete a single fivefold cross-validation of the classifier alone
(Table I).

After ascertaining the robustness of the proposed machine learn-
ing workflow (leveraging pre-trained convolutional networks for
wake-mode classification) for the classification of wake modes associ-
ated with each identified FIV regime, we found that the performance
of InceptionV3, ResNet50, ResNet50V2, and VGG16 models was not
statistically significant from the highest mean weighted accuracy
achieved by the Xception model. Since the performance of the five
models could not be differentiated, we propose a new approach where
the models are combined to form an ensemble. By obtaining the out-
puts of each model, an ensemble method will make a prediction that
gets the most votes. Assuming that each model makes different types
of errors, aggregating the predictions of all the individual models can
generally reduce the bias and variance of the predictor (Geron, 2019).
As such, the optimal epoch hyper-parameter identified in Fig. 8 for
each selected model was then utilized to train the feed-forward neural
network classifiers on the entire training set. After aggregating all five
models, the final unbiased performance of this ensemble approach was
ascertained by evaluating the test dataset. Both the overall unweighted
and weighted accuracy were 99.1%, with a breakdown of the number

of samples correctly and incorrectly predicted for the five classes
shown by the confusion matrix in Fig. 10.

Out of the 1302-point test dataset, only 12 samples were misclas-
sified by the machine learning workflow outlined in Fig. 2.
Furthermore, when overlaying these points on top of the amplitude
contour map (Fig. 5) as shown by Fig. 11, the regime predicted by the
ensemble machine learning method for each test sample is almost
identical to that identified by Lo ef al (2023). This indicates that,
despite never encountering the test dataset, our proposed deep-
learning approach can reproduce the boundaries of the FIV flow
regimes in the U* —( parameter space with reasonable fidelity.
Therefore, it can be concluded that the ensemble can learn the key fea-
tures in the scalogram images that allow the different wake-mode
regimes to be identified for previously unseen data.

From Fig. 11, the observed misclassifications in Fig. 10 predomi-
nantly arise at or near the boundaries between the FIV regimes.

Confusion Matrix
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FIG. 10. Breakdown of the number of samples in the test dataset that belong to
each wake-mode category. The vertical axis denotes the “true” label of the data
point (as identified by the author in Fig. 5), while the horizontal axis is the category
predicted by the machine learning workflow.
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This source of error is likely due to the body vibration and fluid forcing
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dynamics being very similar at the transitions between the FIV e ] b
regimes, thereby making the classification difficult. A possible exten- 98.00
sion to this study is to ascertain if including additional dynamical ]
information (such as phase and drag) as inputs to the machine learn- 96.00
ing model would improve the accuracy at the regime boundaries. It ® ]
may also be interesting to investigate the combinations of time traces § 400 ]
that would yield the highest accuracy. E 92.00
In addition, the robustness of the proposed ensemble method to < ]
the dataset size can be estimated by plotting the weighted accuracy 90.00
(when evaluated on the test set) as a function of the percentage of the
total data used for training. From Fig. 12, the general trend observed is 88.00 ¢
that increases in training samples result in a rise in the accuracy, with a - ]
maximum improvement of approximately 10% in accuracy corre- s 1'0 1'5 2'0 2'5 3'0 3'5 4'0 4'5 5'0 5'5 60
sponding to an increase from 5% to 15% of the total data used for % of total data used for training
training. This is likely due to the unbalanced nature of the dataset,
with 5% of the total data approximately equivalent to six samples in FIG. 12. The effect of the quantity of training data on the weighted accuracy of the
regime II. Therefore, the rapid increase in accuracy in the low data proposed ensemble machine learning workflow.
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limit could be caused by a lack of training data for under-represented
regimes, which indicates that the difference in performance may be
less for more balanced datasets. The accuracy then plateaus when
more than 15% of the total dataset is used for training. This observed
behavior arises as the data are only being used to train the fully con-
nected classifier that relates the outputs of the pre-trained convolu-
tional neural network to the wake-mode classes established by Lo ef al.
(2023). Since the spatial patterns used to interpret the scalogram
images are already known to the convolutional neural network, fewer
samples are required during training as fewer model parameters must
be learnt. Therefore, this indicates that our proposed machine learning
workflow is generally robust to the size of the dataset and produces
accurate results even in the low sample limit.

To summarize, the proposed machine learning method of using
a pre-trained convolutional neural network to extract features in the
scalogram images and using the result as inputs to a classifier was
shown to be effective in classifying the FIV regimes identified by Lo
et al. (2023). While training the models from scratch takes an aver-
age of 19.3 times that of utilizing a pre-trained convolutional neural
network base and only training the classifier, it was also shown that,
except for InceptionResNetV2, there was no statistically significant
improvement in performance. It can, hence, be concluded that pre-
trained networks are an effective and time-efficient approach (even
in the low-data limit) for wake-mode classification without sacrific-
ing accuracy.

B. Interpretability of the proposed data-driven
approach for wake-mode analysis

The approximately 99% accuracy achieved by leveraging the pre-
trained convolutional neural networks for feature extraction indicates
that the proposed machine learning method can differentiate between
the lock-in regimes occurring in the FIV response of the elliptical cyl-
inder. Hence, the following question arises: in addition to applications
in the wake-mode classification, can the outputs of the convolutional
neural network also be utilized to visualize the dynamics behind the
FIV of the elliptical cylinder? More simply, are the transformations of
the data by the proposed data-driven approach interpretable?

ARTICLE pubs.aip.org/aip/pof

To answer this question, the processes outlined in Figs.
2(a)-2(c) were again employed to project the entire dataset into
high-dimensional space. However, instead of feeding the result of
the transformations by each convolutional neural network into a
classifier as depicted in Fig. 2(d), the high dimensional outputs
(of length 41472-204 800, depending on the model) were instead
mapped into a three-dimensional representation using principal
component analysis. PCA, which is often referred to as proper
orthogonal decomposition (POD) in many fluid dynamics studies,
is a type of linear dimensionality reduction technique.
Transforming the data onto a new coordinate system, PCA identi-
fies the important features by expressing the high-dimensional
samples using only a few parameters that maximally explain the
variations in the data.

Figures 13-18 plot the resultant outputs as a function of the first
three PCA modes along with the percentage of the total explained vari-
ance in the data. A plot of the second PCA mode against the third
mode was omitted from the figure as combined components did not
capture enough variance to yield any clear and meaningful separation
of the data.

Except for the ResNet50 model, all of the CNNs tested in this
study show the desynchronized region and the hyper-branch regime
on the left- and right-hand sides of the PCA plots, respectively. The
desynchronized response is characterized by negligible amplitude and
no lock-in or harmonics, while the hyper-branch regime is identified
by the large amplitudes and lock-in with significant harmonic compo-
nents (f¢ ~ 2 and 3). Interestingly, the visualization of the ResNet50
outputs has a completely different pattern from the plots of the other
models, with each regime continuously connected to the other.
Although this structure does not appear to be very interpretable, the
lack of overlap between the different regimes explains the high predic-
tive accuracy of the ResNet50 model.

Of the remaining CNNs, the InceptionResNetV2 PCA plot in
Fig. 13 appears to lack an overall structure and has the least separa-
tion of the regimes as shown by the significant overlap between
regimes I and IT and between regimes I and III. This, along with
the low fivefold cross-validated weighted accuracy estimate when
compared to the other tested models, indicates that the features
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FIG. 14. Plot of the (a) the first and sec-
ond modes and (b) the first and third
modes obtained after conducting principal
component analysis (PCA) on the pre-
trained ResNet50 convolutional neural
network outputs. The three modes explain
78.1% of the total variance, with the axes
showing the standard score after normal-
izing the data along each mode.

FIG. 15. Plot of the (a) the first and sec-
ond modes and (b) the first and third
modes obtained after conducting principal
component analysis (PCA) on the pre-
trained Xception convolutional neural net-
work outputs. The three modes explain
85.9% of the total variance, with the axes
showing the standard score after normal-
izing the data along each mode.

FIG. 16. Plot of the (a) the first and sec-
ond modes and (b) the first and third
modes obtained after conducting principal
component analysis (PCA) on the pre-
trained ResNet50V2 convolutional neural
network outputs. The three modes explain
97.9% of the total variance, with the axes
showing the standard score after normal-
izing the data along each mode.
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learnt by InceptionResNetV2 on the ImageNet database may not
be insightful in interpreting the frequency-time representation of
the FIV dynamics.

Interestingly, a similar pattern or “structure” can be observed
across multiple CNNs as demonstrated in Figs. 15-18(a). Here, sam-
ples from the desynchronized regime occupy a linear plane (which will
be coined the “baseline” in further discussions), and the perpendicular
distance away from this plane indicates how different the response is
from the desynchronized dynamics. However, although both Xception
and ResNet50V2 show the greatest separation and structure of the
wake mode regimes, only the PCA plot of the former [Fig. 15(a)] was
able to differentiate between the desynchronization regime, as well as
lock-in responses with and without harmonic components in the fluid
forcing. This, along with the highest mean fivefold weighted accuracy,
motivates a more detailed analysis of the Xception model outputs,
which will be discussed below.

As previously mentioned, all four lock-in regimes identified,
along with the region of desynchronization, occupy distinct areas in
Fig. 15. Since these regimes were identified through the time traces of

the body displacement, lift force, and vortex force, the above-mentioned
observation suggests that the similarity in the FIV responses between
samples is inversely correlated with their distance in the PCA plot. As
such, the samples pertaining to the desynchronized region appear con-
centrated in the PCA plots, since the vibrations associated with this
regime are consistently chaotic and negligible in amplitude. On the other
end of the spectrum, the wide amplitudes and fluid forces acting on the
cylinder mean that the energetic hyper-branch regime appears as a low
density “cloud.” From Fig. 15(b), it can be seen that the samples can be
split into two distinct groups where the hyper-branch regime occupies
the right-hand side of the plot while the group of samples on the left is a
conglomerate of the remaining flow regimes. This indicates that the
physics driving the hyper-branch regime is distinct from the other
regions and agrees well with the hypothesis by Lo e al. (2023) that this
wake mode is a combined product of both VIV and the movement-
induced instability (i.e., transverse galloping).

Interestingly, the patterns captured by the PCA plot in Fig. 15(a)
become meaningful when an appropriate origin is established. Since
the desynchronized region has no discernible wake patterns or
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vibration amplitude, a “baseline plane” was established by drawing a
line through the desynchronized region that represents a baseline to
which each lock-in regime can be compared. First, both regimes I and
I form well-defined planes that appear predominantly as linear lines
on either side of the baseline. Their proximity to each other may be
due to the similarities in frequency responses of both regimes where,
as a consequence of wake-body synchronization, vortex shedding
occurs with a predominantly singular frequency that matches the body
vibration, i.e,, f& ~ f;. As the aforementioned lines are not congruent,
this suggests that the difference between the two planes may arise from
variations in the lock-in frequency. For regime I, the body vibration
frequency is invariant to U* and remains at f ~ 1, while the fre-
quency for regime IIT is ' > 1, where the deviation away from the
natural frequency in quiescent water increases with U*. As regime III
is the only lock-in regime where the f* value deviates away from fyy, it
explains why it is the sole lock-in regime principally on the left of the
baseline plane. While there are also samples belonging to this regime
on the right-hand side of the baseline, these points occur near the tran-
sition to regime I or the hyper-branch regime, where the main lock-in
frequency is f* & fyw, making them indistinguishable from a fre-
quency perspective.

Additionally, the advantage of establishing a baseline becomes
apparent when considering regime II and the hyper-branch regime,
which both have strong second and third harmonic contributions in
their fluid force frequency responses (i.e., C,, Cy). By considering the
orthogonal distance of the regimes on the right of the baseline plane,
the magnitude of this deviation can hence be directly related to the rel-
ative strength of the harmonics. Since the strongest harmonic contri-
butions are found in the hyper-branch regime, this regime is the
furthest away from the baseline plane drawn on the lower left of
Fig. 15(a). On the opposite end of the spectrum, for samples belonging
to regime III on the right of the baseline, their proximity to the plane
corresponds to weak harmonics in the driving forces observed inter-
mittently in the regime.

Beyond the large-scale structures that can be seen by viewing
each regime as an independent entity, the PCA plot also provides a
visual representation of how structural damping affects the transition
between each regime over the U* range of interest. Two sets of

¢=0.00362

¢=0.00691
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damping values were chosen from the contour plot (obtained with
decreasing U* increments) in Fig. 5(b) to illustrate the cases corre-
sponding to the presence and suppression of the hyper-branch regime.

In the case of the former, Fig. 19 shows the evolution of the lock-
in and desynchronized regimes with increasing damping ratios, when
the hyper-branch regime is present. For { = 3.62 x 1072, the evolu-
tion of the lock-in regimes (denoted by the gray dotted arrows), except
for the transition between regimes I and II, appears as distinct jumps
in the PCA plot. Though increasing { generally decreases this separa-
tion between the regimes, the shift between regimes I and II remains
almost continuous, with regime II manifesting in the PCA plot as a
continuous deviation in the orthogonal direction to the baseline plane.
This, in addition to the lack of a direct transition between regime I and
the hyper-branch regime, indicates that regime II can be viewed as an
extension of regime I that acts as an intermediary between the two
regimes. The above-mentioned interpretation agrees well with the
behavior observed in Lo ef al. (2023), where regime II is characterized
in the transverse fluid-force frequency response by a strengthening of
the third harmonic with increasing U*.

The behavior described above, where increasing the applied
structural damping decreases the separation between the regimes in
the PCA plot, is not only unique to responses where the hyper-branch
regime is present. As shown in Fig. 20, the same trend is also observed
for FIV responses where the hyper-branch regime has been sup-
pressed. For this case, as the applied structural damping increases,
regimes I and II form a loop-like structure which then collapses upon
itself, resulting in only regime III remaining as the sole-surviving lock-
in regime. With further increases in damping, regime III connects with
the desynchronized region to form a continuous line for
{ = 6.30 x 1072, eventually leading to a PCA plot where all lock-in
regimes have been completely suppressed and only the desynchronized
region remains.

In summary, of all the models tested in this study, the PCA plots
in Fig. 15 demonstrate that outputs of the Xception convolutional neu-
ral network are the most interpretable and provide a visual representa-
tion of the relationship between the lock-in regimes as well as the
desynchronized region. The distance between samples is inversely cor-
related with the similarity in their FIV response, with each lock-in
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FIG. 19. PCA plots depicting the evolution of the amplitude response (with the hyper-branch regime present) as a function of reduced velocity for different structural damping
ratios. The arrows show the direction of decreasing U*, with the dotted arrows denoting the transition between the regimes. More details can be found in the legend of Fig. 15.

Phys. Fluids 36, 044110 (2024); doi: 10.1063/5.0202497
© Author(s) 2024

36, 044110-18

S¥11€:90 ¥202 AINr 60


pubs.aip.org/aip/phf

Physics of Fluids

{=0.01922

20
L5
10 7 ==

05 =
0.0

Mode 3

-0.5
-1.0
=15

20 T—

£=0.03583
2.0
L5
1.0

L=

0.5 pre el

0.0
—-0.5

Mode 3

-1.0
=15

B es,.

ARTICLE pubs.aip.org/aip/pof

{=0.02609

-~
-
-
==

=S — —————,
£=0.06298

——————
—_——— — — ——

=

1005 00 -05 210 15 _pp _0g-06-04-0200 020406 1005 00 05 _10 ;5 5, _og-06-04-0200 02 0406

Mode 2 Mode 1

Mode 2 Mode 1

FIG. 20. PCA plots depicting the evolution of the amplitude response (with hyper-branch suppression) as a function of reduced for different structural damping ratios. The
arrows show the direction of decreasing U*, with the dotted arrows denoting the transition between the regimes. More details can be found in the caption of Fig. 15.

regime and desynchronized region appearing as distinct regions in the
plot. As the hyper-branch regime appears isolated from the other flow
regimes in Fig. 15(b), it suggests that the physics that drives the FIV
dynamics in this regime is unique and concurs with previous assertions
that the hyper-branch regime arises from manifestations of both VIV
and galloping. The presence of higher order harmonics in the trans-
verse lift force can also be observed and manifests as the orthogonal
deviation of regime II and the hyper-branch regime from the linear
baseline plane (whose lift force response is dominated by the natural
frequency) identified in Fig. 15(a). However, we note that the patterns
and trends observed in the above-mentioned PCA plots only apply to
the pre-trained Xception convolutional neural network. While the
other models available in Keras were also trained on the ImageNet
database, the architectural differences will affect the learnt spatial fea-
tures, thereby changing the model outputs that are visualized using the
PCA plots. Therefore, further work will be required to understand
how different models interpret the time-frequency information pro-
vided by the scalogram images.

IV. CONCLUSIONS

In conclusion, the flow-induced vibration arising from the cou-
pling between the fluid and the elliptical cylinder is complex in nature
and is dependent on multiple parameters of the structural and fluid
properties. With current manual approaches to traverse this parameter
space being intractable over so many variables, we propose a machine
learning workflow that leverages previously collected data to both
automate the wake-mode classification process prevalent in FIV stud-
ies and also to serve as an approach to visualize the relationship

between the identified flow regimes. Employing continuous wavelet
transforms to obtain the time-frequency representation of the struc-
tural response of the elliptical cylinder, the image-like scalograms were
then used as inputs to the pre-trained convolutional neural networks
for feature extraction. The resultant output was then used to train a
fully connected classifier output layer to categorize the five regimes
identified by Lo et al. (2023). After forming an ensemble classifier
using the five best-performing models, this approach was found to
have a weighted accuracy of 99.1% on the withheld test dataset.

Furthermore, we have also shown that the visualizations of the
flow regimes can be obtained by projecting the outputs of the pre-
trained CNN models onto the first three principal component analysis
modes. The resultant PCA plot from the pre-trained Xception model
provided the most useful visual representation of how structural
damping affects the transitions between the lock-in regimes as well as
the desynchronized region. Specifically, it was observed that all the
flow regimes occupied well-defined areas in the plot, with this distinc-
tion becoming less clear with increasing structural damping. The pres-
ence of harmonics in the driving fluid forces (i.e., Cy, and C,) was also
captured in the plot, which was manifested as the orthogonal deviation
to the right of the baseline plane (defined as the line drawn across
through the desynchronized region).

While the amplitude and frequency information of the body dis-
placement and driving forces (i.e., total transverse fluid force and vortex
force) allow the machine learning workflow to characterize the FIV
dynamics, the future work to improve the performance may include
adding more channels to the scalogram images such that the drag forces
and phase information (ie., the lag between the fluid forces and the
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body displacement) are also captured. Though this has utilized informa-
tion about the body displacement and the transverse driving forces to
great effect, the machine learning approach may benefit from a richer
input space that captures more of the dynamics behind the FIV system.

Although this study is our initial implementation of data-driven
techniques to characterize different FIV phenomena, we have success-
fully demonstrated that the proposed machine learning workflow is
well suited both as a way to automate wake mode classification and as
an approach to visualize the relationship between the flow regimes.
While the FIV dynamics of the elliptical cylinder investigated in this
study are considered predominantly stable, this data-driven approach
can also be applied to systems where the competition between two dif-
ferent wake modes leads to intermittent switching of vibrational fre-
quencies. As such, our proposed machine learning methodology is
flexible and can be readily applied to other FIV systems, such as circu-
lar cylinders (Govardhan and Williamson, 2000) and square cylinder
(Zhao et al., 2018), with differing structural properties and flow condi-
tions. Since data are constantly being generated from experimental
and computational facilities globally, leveraging machine learning
techniques that can harness this constant flow of information will aid
in developing a more holistic understanding of the complex physics
and mechanisms of fluid—structure interaction.
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