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Abstract
A method for computing the wake of a pedalling cyclist is detailed and assessed through comparison with experimental
studies. The large-scale time-dependent turbulent flow is simulated using the Scale Adaptive Simulation approach based on
the Shear Stress Transport Reynolds-averaged Navier–Stokes model. Importantly, the motion of the legs is modelled by
joining the model at the hips and knees and imposing solid body rotation and translation to the lower and upper legs.
Rapid distortion of the cyclist geometry during pedalling requires frequent interpolation of the flow solution onto new
meshes. The impact of numerical errors, that are inherent to this remeshing technique, on the computed aerodynamic
drag force is assessed. The dynamic leg simulation was successful in reproducing the oscillation in the drag force experi-
enced by a rider over the pedalling cycle that results from variations in the large-scale wake flow structure.
Aerodynamic drag and streamwise vorticity fields obtained for both static and dynamic leg simulations are compared
with similar experimental results across the crank cycle. The new technique presented here for simulating pedalling leg
cycling flows offers one pathway for improving the assessment of cycling aerodynamic performance compared to using
isolated static leg simulations alone, a practice common in optimising the aerodynamics of cyclists through computational
fluid dynamics.
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Introduction

Elite cycling is a sport in which aerodynamic drag plays
a particularly important role. At racing speed, 90% of
the resistance experienced by the cyclist is attributable
to aerodynamic drag.1,2 Even small reductions in drag
(i.e. reducing the frontal area of the cyclist body, tailor-
ing the cyclist’s clothing or optimising rider configura-
tions for drafting in team events) can easily change a
race outcome. This potential for drag reduction to affect
race results has motivated fluid dynamics researchers to
investigate the problem.

Previous studies have detailed the significant varia-
tions of drag with drafting, crosswinds and cyclist’s
body position, using wind-tunnel experiments and
numerical simulation.3–10 Crouch et al.11 experimen-
tally investigated the wake topology and drag experi-
enced by the rider as it varies with the pedalling phase
or crank angle. Using wind-tunnel measurements, they
identified variations of 15% in drag depending on leg
position. The pedalling phases for the high- and low-
drag positions corresponded to the following: one leg

being stretched out straight with the other tucked up to
the torso, and each thigh being at the same angle rela-
tive to the torso. Investigations were also conducted on
the rich topology of the wake, including strong vortex
generation from the torso and the variations in pres-
sure across the cyclist’s back. The study by Griffith
et al.,12 from which this study largely follows, investi-
gated the same problem computationally, finding the
same variation in drag with leg position. In the study,
the wake was investigated in detail for the crank angle
cases exhibiting low and high drag.
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A common aspect to all these studies is the adoption
of a static cyclist model, that is, the legs being fixed at
the given phase/crank angle. Investigating the flow with
a static model presents an obvious starting point for a
computational or experimental fluid dynamics study of
cycling aerodynamics. However, given the large change
in the wake structure between low- and high-drag leg
positions, optimising aerodynamics for one leg position
will not necessarily result in a net drag reduction when
the leg position continuously varies over the crank
cycle. In addition to this, recent studies13 show that
while the time-averaged aerodynamic drag force is not
significantly affected by pedalling frequency, the instan-
taneous drag force around the crank cycle is affected.
This was found to be primarily a result of differences in
the aerodynamic drag force acting on the left and right
legs due to the back and forth pumping motion of the
legs around the crank cycle. Clearly, multiple phases of
the crank cycle must be considered when targeting a net
drag reduction over a full rotation of the crank cycle.

For a computational fluid dynamics (CFD) study
incorporating leg movement, in terms of managing
model and mesh deformation, the pedalling cyclist also
presents an extremely challenging problem. To date,
there are no studies reported in the literature that the
authors are aware of that attempt to simulate the
dynamic leg motion. The large-scale deformation,
the independent motions of thighs and calves of the
model with respect to the torso, and the interaction of
body surfaces at the hip and knees, and the need to
resolve boundary layer flows, make the most common
methods of handling body movement in a CFD simula-
tion unsuitable. These problems make adopting a static
model attractive, but implicitly assume that the data
and conclusions obtained from static-model experi-
ments and simulations will apply to the dynamic model,
both generally and instantaneously at the correspond-
ing crank angle phase.

In this study, details of a CFD simulation of flow
past a cyclist, at full scale and at racing speed, incor-
porating the motion of the legs are presented. The mag-
nitude of the primary sources of numerical errors
which arise due to the remeshing technique used to
simulate leg motion is detailed. The geometry of the
numerical model and simulated pedalling frequency are
similar to the wind-tunnel model used by Crouch
et al.,13 allowing for a semi-quantitative comparison
between both experimental and numerical data sets.

Methodology

Model details

The numerical model of the rider is similar to the
dimensions of the experimental mannequin of Crouch
et al.,11 from which the major geometric details can be
found. Figure 1 compares the numerical rider geometry
with the mannequin form used in experiments. The leg
position throughout the crank cycle is described rela-
tive to a reference crank angle, u=08, located where
the left crank is at its furthest position downstream or,
alternatively, where the pedals are level and the right
pedal is towards the front of the bicycle.

Having a well-defined and controlled jointed
computer-aided design (CAD) model consisting of
defined components allows the geometry to be manipu-
lated dynamically, enabling torso- and arm-angle
adjustment, and, importantly for this study, to incorpo-
rate pedalling leg motion. Hence, the torso, arm and
leg geometries were created from simplified shapes
using CAD software, but with enough detail to capture
the essential geometric features of these components.
The bicycle used experimentally was not recreated
numerically; rather, a generic bicycle model was gener-
ated, with the sections and major dimensions represen-
tative of a standard track bicycle. Small-scale geometric

Figure 1. (a) A comparison of the numerical model position with that of the experimental mannequin, at a crank angle of u = 158.
(b) Major dimensions of the leg that determine the motion of the leg around the crank cycle. Corresponding arm dimensions include
the shoulder to elbow and elbow to hand lengths, which are 410 and 415 mm, respectively.

2 Proc IMechE Part P: J Sports Engineering and Technology 00(0)



features, such as the spokes, have also been omitted, as
have the chain rings, chain, and pedals; however, the
cranks are included.

The cyclist and bicycle geometry used in the numeri-
cal model are only approximations to the mannequin
and bicycle used for the wind-tunnel tests. At the time
of the study, access was not available to a surface scan-
ning capability that would have allowed better fidelity
of the numerical surface model. Despite this limitation,
one of the main aims of this research was to quantify
the differences induced by leg movement relative to the
static numerical model, with the related experimental
measurements providing a degree of validation.

From the outset, the goal in building the computa-
tional model was to achieve a geometrically dynamic
CFD simulation that was capable of capturing the
large variation in drag observed for a pedalling cyclist.
Essentially, the CFD model needed to be capable of
producing any geometry over the 360� range of the
crank angle cycle. This requires precise solid body rota-
tion and translation of the thighs and calves, which are
more readily defined and moved within a CAD model
than in a three-dimensional (3D) scan. Figure 1 also
defines the dimensions of the legs, which determine the
motion of the upper and lower legs around the hip and
crank. For this study, the motion of the legs was sim-
plified by fixing the ankle joint, with the foot perpendi-
cular to the calf. This is a reasonable approximation in
practice and is also consistent with the experimental
set-up used for comparison.

Once the motion is defined, the large translation,
rotation and intersections of the leg components present
particular challenges for a successful CFD simulation. In
terms of the motion, there are five components: two
calves, two thighs, and the fixed torso, head, arms and
bicycle. Accelerating frames of reference are unsuitable
due to the independent motions of the five components.
The complex intersections of the five components at the
knees and hips mean that sliding mesh interface methods
are also not feasible. An immersed boundary method
fluid solver could handle the component motion, but
there is currently no well-tested strategy for dealing with
turbulent boundary layers at high Reynolds numbers in
an immersed boundary setting. Grid deformation is the
option used in this study. There are studies of surface
meshes being manipulated for deformation, for example,
in dolphin-like swimming motions;14 however, the flex-
ing rider knee and pressing of the thigh into the rider
torso mean that the surface deformations at the points
of intersection are difficult to account for.

In the model, surfaces effectively appear and disap-
pear into one another; grid points are rapidly stretched
or squashed at the intersection points, severely limiting
the extent to which the crank angle can be advanced
and the mesh deformed, without the simulation failing.
For that reason, frequent interpolation of the flow solu-
tion onto a new undeformed mesh is required to avoid
the creation of elements of negative volume at the inter-
section points.

At some crank angles, the tolerance for deformation
is low. For instance, at a crank angle of u’758, the left
thigh pressing into the torso results in a folded mesh
within a crank angle rotation of 1.6�. By contrast, at
u’1058, where the left thigh is opening away from the
torso, the mesh folds after a crank angle rotation of
4.2�. Despite the variability of the extent to which
meshes could deform, a constant solution interpolation
frequency was chosen for the entire crank angle cycle,
with one interpolation per one degree of crank angle
rotation. This compromise ensured the simulation
could reliably advance every degree through the pedal-
ling cycle, at the price of more regular solution interpo-
lation in certain phases of the cycle than was perhaps
strictly necessary to avoid catastrophic mesh distortion.
However, this compromise was important, as it con-
ferred a consistency and regularity to the method
around the crank angle cycle, allowing a more systema-
tic approach to the mesh movement/remeshing task
while minimising the extent to which the simulation
required manual intervention during critical phases of
the cycle.

Thus, the computation required construction of
meshes at each degree of the cycle. In total, 180 CAD
models representing crank angle positions from 75� to
254� were constructed and then systematically and care-
fully meshed. The simulation was then run through
180� of the crank cycle as proof of concept. Once this
was achieved, the meshes for the remaining half of the
crank angle cycle were generated based on mirrored
images of the preceding 180 models. Considerable care
was required in the generation of each individual mesh
to ensure mesh quality and adequate resolution in criti-
cal region while incorporating sufficient resolution at
the boundaries. Each mesh consisted of approximately
33 million cells. Over the surface of the rider, surface
grid sizes were set at 0.005 m. As is recommended for
separated flows, boundary layers were resolved down
to the wall with y+ \ 1 over the cyclist body. Note that
the cell numbers and mesh point distributions of the
meshes are based on meshes used for the static leg cases
that underwent resolution studies and grid sensitivity
tests to verify reasonable grid independence (within
2%) of the predictions.12

Numerical simulation

Numerical flow fields were simulated at a freestream
velocity of U = 16 m/s and a pedalling frequency ‘f’ of
1.39 Hz. This corresponds to a reduced pedalling fre-
quency shown in equation (1)

k=
2rpf

U
=0:092 ð1Þ

where ‘r’ is the length of the crank (0.175 m in this
case). These cycling conditions were targeted in this
study to match those corresponding to the experimen-
tally obtained data set used for comparison.
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Flows were simulated with commercial CFD soft-
ware, ANSYS-CFX, which employs a conservative
second-order finite-volume based method. A descrip-
tion of the model and results for both static-model
Reynolds-averaged Navier–Stokes (RANS) simulations
and static-model transient simulations using the Scale
Adaptive Simulation–Shear Stress Transport (SAS-
SST) model of Menter and Egorov15 are presented in
Griffith et al.12 The numerical results for a dynamic
pedalling cyclist presented in this article were also
obtained using SAS-SST transient simulations. In near-
wall regions, the SAS-SST solver reduces to the same
treatment and mesh requirements as the (unsteady)
SST-RANS model, while in unsteady regions of the
flow (such as in separated flow in the cyclist wake) the
turbulent length scale is automatically reduced to
approach large eddy simulation (LES)-like behaviour;
the range of length and time scales captured depends
on the local cell size and timestep. Thus, unsteady flow
features, including large-scale turbulent motions, can
be modelled down towards the grid resolution.
Unsteady flow resolved at smaller scales can then influ-
ence flow behaviour at larger scales, which can be
important for capturing the correct large-scale wake
flow behaviour. While the model attempts to capture
the large-scale unsteady wake features, the SST-RANS
model is used near surfaces to predict unsteady separa-
tion. Comparisons to standard LES wake predictions
and experiments for some generic aerodynamic cases,
such as flow over a cavity and a jet in a crossflow, can
be found in previous studies.16,17 The approach is only
recommended for strongly separated globally unstable
wakes, where strong self-sustaining instabilities control
the large-scale wake features that dominate wake spa-
tial development and frequency content, which is the
case here.

Figure 2(a) shows the domain boundaries which,
except for the road, were placed far enough from the
cyclist that they had a negligible effect on the simulated
results. The road, represented by the lower domain
boundary, was modelled as a wall with a velocity
matching the freestream velocity, U. A zero-velocity
condition was applied to the rider and bicycle, includ-
ing the tyres. The rotation of the tyres was not included
in this initial model, noting that the main objective was
to examine the effect of movement of the cyclist’s legs.
The inlet was placed 10 m upstream of the rider, while
the remaining top and side boundaries were also set 10
m from the rider. This resulted in a blockage ratio of
approximately 0.2%. The outlet length was set at 40 m.
Solutions with even larger clearances between the rider
and the domain boundaries produced negligible differ-
ences in the flow near the cyclist. The sensitivity of the
solution to mesh resolution was tested by running the
method on higher density meshes and by verifying the
flow predictions against experimental measurements,
with further details given in Griffith et al.12

A timestep of 4 310–4 s was employed; this timestep
was determined from the author’s previous work with

transient SAS-SST simulations with static models.12

With a pedalling frequency of 1.389 Hz, or 0.72 s per
pedalling period, this corresponds to five timesteps per
degree of crank angle, or per mesh, and 1800 timesteps
per period. The simulation was run in parallel on 64
nodes, using high-performance computing hardware at
the National Computational Infrastructure (NCI)
National Facility in Canberra, Australia. On 64 nodes,
each degree of the simulation took approximately 45
min to run, equivalent to approximately 20,000 CPU-
hours per pedalling cycle. The simulation was initialised
with the flow from an SAS-SST simulation run at crank
angle u=758. Results were recorded two pedal cycles
after simulation startup to allow any transient effects to
advect out of the computation domain. Following the
simulation initiation stage, flow fields and aerodynamic
forces were recorded for a duration of seven pedal
strokes.

Results and discussion

The remeshing technique

The numerical method used to simulate the leg motion
introduces a small degree of non-physical noise into the
simulation, which is compounded by the fact that a tur-
bulent flow with highly resolved boundary layers is
being simulated. It is impossible to have the resultant
configuration from a deformed mesh exactly match the
configuration of the undeformed mesh at the next
crank angle, so some disturbance is to be expected. The
motion of the surfaces of the legs combined with the
remeshing onto slightly different surface meshes has
the potential to perturb the boundary layer region,
although it should be remembered that in those
regions, small-scale turbulence structures are not mod-
elled directly, and the meshes have been carefully con-
structed to fully resolve the (mean) velocity gradients
within the boundary layers. In this section, two differ-
ent strategies are described to assess the numerical
error, or at least its effect on the bulk flow, associated
with the remeshing and the interpolation technique.
The first method involves varying the rate at which
remeshing occurs and analysing differences in simu-
lated variables. The second involves comparison of the
computed drag-area times series obtained from static
leg transient and dynamic leg simulations.

Figure 2(b) plots the drag-area time signal using two
different interpolation strategies, one being the strategy
used in findings presented in this study where the
remeshing occurs every 1� and another where the simu-
lation is remeshed every 4�. As in previous works, the
authors define drag area as shown in equation (2)

CDA=
D

1
2 rU2

ð2Þ

where D is the drag force, r is the density of air and U
is the freestream velocity. The simulation restarting
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every 4� of rotation, thereby reducing the effect of the
interpolation error, albeit increasing the error due to
grid skewness and mesh distortion, can be seen to fol-
low the same path as the more regularly restarted simu-
lation, although there are some differences for this
highly turbulent flow. Quantitatively, the comparison
indicates that the drag signal difference caused by regu-
lar remeshing is typically within 2% or less of the signal
produced with less frequent remeshing. This should be
compared with the drag variation over a cycle, which is
one order of magnitude larger.

Based on a quasi-steady assumption, which has been
shown to be a reasonable approximation in previous
works for the pedalling frequencies under investigation
here, one would expect that the time-varying nature of
the dynamic results would still reflect that of static leg
time signals. Figure 3(a) plots the time signal of CDA
for the dynamic simulation and for two simulations
with static models, with crank angle u=158 and
u=758 for the low- and high-drag cases, respectively.
The high-frequency noise of approximately 500 Hz in
the drag-area signal from the dynamic simulation due
to the high frequency at which the solution is interpo-
lated onto a new mesh is evident. This noise is exacer-
bated for the drag signal because it depends on the
accuracy of the pressure field near moving surfaces,
where velocity gradients are highest and hence the
interpolation errors are likely to be largest.

In an attempt to remove some of the high-frequency
interpolation noise seen in the drag-area signal, Figure
3(b) replots the data from Figure 3(a), but filtered to
reduce high-frequency noise. This is achieved by apply-
ing a 4310�3 s running average to the raw signal. This
averaging period corresponds to twice the remeshing
period (i.e. 10 timesteps or 2� in crank angle) in an
attempt to reduce the noise introduced by frequent
remeshing. Remeshing tends to cause spikes in the pres-
sure signal as the pressure has to adjust at the moving
boundary to correct mass conservation caused by inter-
polation. After each interpolation step, this pressure

oscillation about the mean signal is damped over the
next couple of timesteps, suggesting that a running
average will help remove this noise. Indeed, this aver-
aging largely removes the 500-Hz remeshing noise, and
the reprocessed signal begins to resemble that of the
static cases, in terms of fluctuation amplitudes and fre-
quencies seen, especially in the high-drag signal.

Based on the drag-area signal of the dynamic model
in Figure 3(b), a large variation of drag area with crank
angle is present. Despite interpolation noise introduced
into the dynamic simulation, a reprocessed drag-area
signal is produced that is consistent with static leg posi-
tion findings. This is examined further below. Of some
interest is that the mean of the dynamic signal is rela-
tively close to the low-drag static signal, suggesting
there is a nonlinear effect of pedalling on the flow state,
causing an average closer to the minimum drag of a
non-pedalling cyclist rather than the mean.

Comparison with experimental results

To assess whether the dynamic leg simulations have
captured the essential flow physics responsible for the
large variation in drag throughout the crank cycle, the
authors compared both computed results of aerody-
namic drag and wake flow fields with the experimental
studies.13 First, computed CDA results were compared
with results obtained from experiment. Figure 4 plots
phased averaged drag area values from this study (aver-
aged over seven cycles) and the experimental study at
the same reduced pedalling frequency shown only for
the second half of the crank cycle for clarity. The maxi-
mum and minimum values of computed CDA over the
seven cycles are also plotted as fainter lines above and
below the average signal. This provides an indication
of the variability of the signal from one cycle to the
next. Also shown are the CDA results of static leg simu-
lations (steady-state RANS and time-averaged transi-
ent static leg simulations) and static leg CDA results
obtained from experiment.

Figure 2. (a) Image showing the computational domain. (b) Plot of the drag-area time signal, comparing the main simulation,
restarting every 1� of crank angle rotation, with another simulation restarting every 4�. The drag is plotted every five timesteps.
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Comparing both data sets, the simulated CDA values
are ’15% lower than the experimental findings, pri-
marily as a result of simplifications to the geometry of
the numerical model. Despite this, the variation in the
CDA across the crank cycle, which is of primary impor-
tance to this study, is replicated in both data sets. For
static leg CDA results, both numerical and experimental
data sets show a variation in CDA of ’15%� 20%
with the peak drag occurring at the high-drag u=758

and u=2558 crank angles when the hip angle of the
left or right leg is at its most open position.

Comparing static and dynamic results, both numeri-
cal simulations and experimental results show the larg-
est variation in CDA drag leg positions. For the low-
drag near-symmetrical leg positions at approximately

15� and 195�, the variation in CDA between static and
phase-averaged CDA is small. As described previ-
ously,12 the time-averaged SAS-SST transient simula-
tions are better able to capture the time-averaged drag
force for this portion of the crank cycle where the flow
is highly unstable compared to the asymmetric leg posi-
tions/state. The reduction in the peak drag around the
high-drag leg positions is similar for both numerical
model and experiments. This reduction is attributed to
the asymmetric back-and-forth pumping motion of the
legs and has previously been likened to a phase off-set
and redistribution of the aerodynamic drag force to lat-
ter phase of the crank cycle.13 Although the numerical
results do show the phase-averaged drag signal
approaching the static CDA results immediately

Figure 3. (a) Plot of the drag area time signal, CDA, for three transient simulations: one with a dynamic model, one with a static
model at 15� and one with a static model at 75�, and (b) the same plot as (a), but with a 4310�3 s (10 timesteps) running average
used to suppress the interpolation noise for the dynamic cases.

Figure 4. A summary of the drag areas, CDA, returned using different methodologies, over the crank angle cycle. For the dynamic
simulation, the phase-averaged CDA is plotted, with the maximum and minimum drag areas measured for different pedalling cycles
plotted above and below the average signal in dashed lines. Solid squares plot the drag area returned by steady-state RANS calculations
with static leg models, for 084u42558.12 Hollow circles are converged time averages of the drag signal from transient simulations with
static legs, for 1584u41658. Equivalent experimental results13 are plotted for the second half of the crank cycle for clarity.
Note. The experimental CDA results have been scaled to match the area of the numerical model.
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following the high-drag leg position (between 90� and
165�), they do not exceed the static results as is
observed from experiment in the opposite second half
of the cycle.

Despite these differences in numerical and experi-
mental findings, the primary trends in the variation of
drag area with crank angle between the static and
dynamic cases are consistent with what is known of the
flow structure, which is discussed in the following sec-
tions, and not a result of numerical error introduced by
the dynamic leg motion and remeshing.

Convection velocity estimate

In Griffith et al.,12 downstream data were compared
between experimental results11 and from computational
simulations, all using static cyclist models. However, a
complication arises in making similar downstream com-
parisons with the dynamic model: there exists a convec-
tion velocity for the flow structures shedding in the
wake of the cyclist. If one were to compare the flow
downstream for the time-averaged SAS-SST solution to
a snapshot of the dynamic flow, one must consider that
the structures shedding from the cyclist at that crank
angle will take time to reach the downstream station.
Therefore, for data taken downstream of the model, a
phase lag, ul, is calculated, as shown in equation (3)

ul =
lf

ucU

� �
3360 ð3Þ

where l is the distance downstream, f is the pedalling
frequency and uc is the non-dimensionalised convection
velocity.

There are a wide range of methods for measuring
convection velocity. The cyclist wake is dominated by
streamwise vortices, so this investigation of convection
velocity focuses on planes perpendicular to the free-
stream velocity, where the streamwise vorticity topol-
ogy is more easily analysed.

Figure 5(a) and (b) plots the time-averaged vorticity
fields downstream for flows past static cyclist geome-
tries with u=158 and u=758, as found in Griffith
et al.12 To estimate the convection velocity, the method
proposed is to find an average of the time-averaged
velocity within the vortex cores observable in Figure 5.
A strict definition for the edge of a vortex does not
exist. Hence, the determination of the vortex boundary
and convection velocity is subject to interpretation. The
major vortex pairings are of principal interest, and the
authors would like to determine the behaviour of the
large vortex pairings with a pedalling model; therefore,
the determination of the vortex boundary is necessarily
guided by a qualitative assessment of the vorticity field.
The green contour of streamwise vorticity magnitude
visible in Figure 5(a) and (b) approximates the regions
of the large-scale vortex behaviour. These are the vor-
tices of interest, so the convection velocity is taken from

an average of the streamwise velocity within this con-
tour. Figure 5(c) plots the returned convection velocity
estimate across several downstream stations and at six
cranks angles between u=158 and u=1658.

From Figure 5(c), the convection velocity returned
by the above method for the u=158 case is significantly
greater than the convection velocity for u=758. The
low-drag area observed for u=158 means that less of a
velocity defect is expected. Indeed, the ratio of convec-
tion velocities between the two cases is approximately
equal to the ratio of time-averaged drag area. The
smaller total area of the plane enclosed within the con-
tour at the 15� case – that is to say, the weaker vortices
present – is also indicative of the drag area difference.
The question then is how to select a global estimate of
convection velocity.

For a downstream station at z=0:6m, an average
of the velocity plotted in Figure 5 is taken up to
z=0:6m for the six crank angle cases plotted, and
then the mean of those averages is calculated. The
resulting estimated convection velocity is uc =0:645,
giving a phase lag of approximately ul’308. This means
when comparing the flow at, for example, a crank angle
of u=158, the data from the dynamic model are in fact
taken with the crank angle set at 45�. This reflects that
the structures observed in the time-averaged transient
simulations are beginning on the surface of the rider. If
the vorticity pattern generated on the static model is to
be observed in the dynamic case, a correction for the
convection velocity should be calculated over the entire
distance to the downstream station. The correction for
this phase lag is included throughout the following
results and figures.

Giving an indication of the sensitivity of the calcula-
tion to the vortex-edge definition, Figure 6 plots the
variation of convection velocity with the vortex bound-
ary identification criterion, which is an absolute value
of streamwise vorticity, for the 15� and 75� crank angle
cases.

The plot gives an indication of the sensitivity of the
calculated convection velocity to where the vortex edge
criterion is set. It indicates that the criterion used for the
vortex edge, j�vzj=33 s�1, is near the middle of the range
of convection velocity estimates. The process is partly
subjective, with the criterion depending on a qualitative
assessment of the vorticity topology. Nonetheless, the
estimation of the convection velocity can be tested by
observing downstream vorticity planes and comparing
them between the different methodologies.

Vorticity planes

Figure 7 presents the vorticity fields downstream of the
cyclist from the dynamic simulation across the crank
angle cycle. Due to the computational expense of the
simulation, only approximately seven cycle periods are
available, resulting in six or seven samples to each aver-
age, as indicated on the figure (where T is the period of
the cycle). The first row of images represents one half
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of the cycle, while the second row represents the other
half. The third row represents the same half of the cycle
as the first row, but includes mirror images from the
other half of the cycle, providing more sample points
for the average. What the fields show is a switching of
the wake from one half of the rider to the other as
expected from previous studies.11 The symmetry of the
solution can be qualitatively assessed by comparing
flow fields 180� apart: these flows will ideally be mirror
images of one another. In most cases, a symmetry can
be observed in the orientation of the main vortex pair,
such as in the 75�–255�, 135�–315� and 165�–345� pairs.
The presence of this switching indicates that the side-
ways bias exhibited in flows for static models is rele-
vant for pedalling cyclist flows.

For the 15�–195� pair, there is not a close symmetry.
In this case, it is important to be aware of the limited
crank angle cycles available for the phase averaging. As
was observed previously12 for static crank angle

simulations, these crank angles seem to produce highly
variable flows that require considerable time to attain
the converged average state. Furthermore, a global esti-
mate of the convection velocity has been applied. In
reality, different parts of the vorticity topology at the
downstream plane have their origins at different parts
of the rider surface. The main vortices begin from the
torso, but smaller vortices also begin from the knees
and feet, which at different times are different distances
upstream from the origin at x=0m, thereby having a
particular phase lag associated with a longer convec-
tion distance, not reflected in the global estimate calcu-
lated from Figure 5(c).

To assess the variability in the phase averages, for
the u=158 and u=758 cases, Figure 8 plots three
instantaneous vorticity fields that contribute to the
average fields shown in Figure 7. There is a strong var-
iation in the instantaneous field from the phase-
averaged field for the low-drag u=158 case.

Figure 5. From transient simulations of flows past static cyclist models, plots of time-averaged streamwise vorticity, for (a) u = 158

and (b) u = 758. On each, a green line indicates the contour at which the edge of the vortex is assumed. (c) Plots the average of the
streamwise velocity in the regions contained within the contour level corresponding to a time-averaged streamwise vorticity
j�vzj= 33 s�1, for six crank angle cases over a half cycle, across a range of downstream stations.

Figure 6. Variation of estimated convection velocity with downstream location and vortex definition criterion, for both the static
model 15� and 75� cases.

8 Proc IMechE Part P: J Sports Engineering and Technology 00(0)



Qualitatively, there is little similarity between the three
instantaneous fields. By contrast, the u=758 case
shows a strong similarity between the average and the
instantaneous field. In each image, a larger vortex pair
is present, biased towards the right-hand side of the
rider. This variation in similarity exists across the range
of crank angle plotted in Figure 7. It is strongest in the
cases where there exists a stronger vortex pair, biased
to one side – for example, in the cases corresponding to
crank angles between u=758 and u=1658. For other
cases, such as those corresponding to crank angles
u=158 and u=458, a much higher variation is

present. Figures 7 and 8 depict a wake that is shifting
from side to side as the crank angle varies. During the
high-drag phases, the wake is biased to one side and
relatively consistent from one cycle to the next. The
transition of the wake from one side of the rider to the
other is less consistent, with the transition phases of
approximately u=08 to u=608 (u=1808 to 2408)
varying from cycle to cycle. The snapshots plotted here
are snapshots of that transition. Increasing the number
of pedal cycles over which phase-averaged results are
obtained has the potential to improve these results, but
this is computationally expensive.

Figure 7. Contours of streamwise vorticity with vectors of cross-stream velocity at 30� increments through the crank cycle,
phase-averaged from the dynamic simulation. The first and second rows show the results over the entire cycle. The number of crank
angle cycles included in each phase average is indicated on each image. The third row is the average over half the cycle, including the
mirror images of the second half of the cycle, resulting in a higher sample count, but relying on symmetry in the flow solution.
Results are shown from the x = 0:60 m (downstream of the rear of the cyclist) cross section and include correction for a phase lag of
30� to account for the downstream distance. Contours vary across the range �1004vx4100 s�1, as shown by the colour bar.
Note. The vorticity contours for the last row should be mirrored and reversed in sign for the second marked angles.
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Figure 9 summarises results across the various meth-
odologies employed, comparing the four sets of data
available for the low- and high-drag cases at u=158

and u=758, respectively, for time-averaged wind-tun-
nel velocity probe data for static models, time-averaged
transient CFD solutions for static models and phased-
averaged results for the pedalling experimental and
numerical studies. For the two crank angles shown, the
good comparison explored12 previously between the
experimental results and the time-averaged transient
CFD solution can be seen in the two leftmost columns
of each set, that is, between (a) and (b) for u=158 and
between (e) and (f) for u=758. The numerical results
have a much higher spatial resolution than the experi-
ments and can resolve much smaller structures. The
large-scale structures are captured well in the simula-
tions, particularly for the asymmetric 75� leg position.

Figure 9(d) and (h) shows results of the simulated
phase-averaged vorticity fields about the low- and
high-drag leg positions, which are compared with their
experimental counterpart in (c) and (g), respectively.
For the low-drag case of u=158, the balanced vortex
structure seen in the static simulations and experiments
is not seen in the dynamic simulation. The asymmetry
in the two primary streamwise vortices is captured in
both experiment and simulation. Both data sets suggest
that the flipping of the wake is shifted to later stages of
the crank cycle compared to the static cases. This is a
positive result given the limited number of crank cycles
that phased-averaged numerical results comprises. For
the high-drag u=758 case, the correlation between the
dynamic and experimental phase-averaged flow field
results is strong. Although the flow is less sharply
defined than for the time averages, the dominant vortex
pair is identified with the same sideways bias as
observed in the experiments.

Conclusion

Full-scale, time-mean RANS simulations of the flow
past a bicycle/rider combination for different static leg

positions have been extended to the more computation-
ally challenging dynamic pedalling case based on the
unsteady SAS-SST turbulence model. The complexity
of the simulation is mainly due to the large-scale,
surface-intersecting model deformation, requiring regu-
lar remeshing (360 times) throughout the crank cycle.
A comparison of simulations using different remeshing
time increments suggests that the induced overall
uncertainty in instantaneous drag is of the order of 2%
due to remeshing. This should be compared to the total
drag variation of ;20% over the entire cycle, which
takes place as the leg position moves from the low-drag
state at 15� to the high-drag state at 75�. The simula-
tion allowed the mapping of the variation of drag with
crank angle. Through the cycle, the drag area returned
by the dynamic simulation was 5%–10% less than the
drag areas returned by the time average of transient
static leg simulations. Compared with experimental
findings, this variation in static and dynamic results is
expected over approximately the first and third quar-
ters of a full crank cycle. In other portions of the crank
cycle, the simulated results showed similar trends
between static and dynamic results, as found in experi-
ment, but did not completely capture the ‘redistribu-
tion’ of CDA to levels above static results. In addition
to numerical errors arising from the remeshing tech-
nique and the limited number of cycles simulated, it is
expected that the simplification in the geometry of the
numerical model, particularly the localised areas
around the hip and knee joints compared to the experi-
mental mannequin, is the main contributor of this dif-
ference in findings. The simulations also show good
qualitative similarity in the wake vorticity fields,
observed at selected crank angles between time-
averaged static-model simulations and phase averages
from the dynamic simulation, despite the limited num-
ber of pedalling cycles (seven) simulated and used for
phase averaging. The numerical methods described
offer a viable option to use computational simulation
to assess the aerodynamic performance of cyclist over a
complete crank cycle as opposed to an isolated static

Figure 8. Contour plots of streamwise vorticity at downstream location x = 0:6 m, for crank angles cases u = 158 and u = 758. Three
instantaneous fields are shown for each case, with the phase-averaged field shown to the right in each case.
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leg position, which is currently the norm and clearly
has its limitations.
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