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Abstract

This thesis investigates cross-flow flow-induced vibration of elastically mounted rigid
circular and square cylinders with low mass and damping ratio over a range of flow
and vibration parameters. In particular, two typical body oscillator phenomena of
flow-induced vibration, vortex-induced vibration and galloping, are studied experimen-
tally. Thus, the study consists of two main parts. The first part, using simultaneous
displacement, force and vorticity measurements, investigates the dynamic response of
a circular cylinder undergoing transverse free vortex-induced vibrations and controlled
trajectory-following vibrations. The second part characterises the amplitude and fre-
quency responses of a square cylinder with angle of attack variation.

Despite extensive work has been undertaken to understand the fundamental char-
acteristics of free and forced vibrations of a circular cylinder, there are still a number of
unresolved questions in the literature concerning the similarities and differences between
the free and forced vibration cases. In order to directly compare these two vibration
cases, a low-friction air-bearing rig and a real-time feedback control system were there-
fore designed and implemented in experiments. The major results obtained show that
the transverse lift force and the decomposed vortex force experienced by a cylinder
forced to follow the trajectory of free VIV are identical to the free vibration case, when
both the total phase and the vortex phase relative to the body motion are constantly
stable. However, significant differences between the two vibration cases are found at a
reduced velocity located in the middle upper branch of VIV where largest-scale body
vibration occur with complex switching phenomena in the total phase and the vortex
phase.

The results from the second part, flow-induced vibration of a square cylinder with
angle of attack variation, show that the cylinder, as expected, experiences galloping
at the zero angle of attack orientation (α = 0◦) and vortex-induced vibration at the
diamond orientation (α = 45◦). As the angle of attack is varied from 45◦ to 0◦, the
body can undergo combinations of both vortex-induced vibration and galloping in a
mixed response region. In this region, the oscillation amplitude response exhibits a new
branch that exceeds the responses resulting from the two body-oscillator phenomena
independently. For velocities above this resonant region, the body oscillation frequency
splits into two diverging branches. Further, analysis of the amplitude reveals that the
transition between galloping and vortex-induced vibrations occurs over a narrow range
of angle of incidence. Despite the rich set of states found in the parameter space the
vortex shedding modes remain very similar to those found previously in vortex-induced
vibration.
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Nomenclature

English Symbols

Symbol Description

2D two dimensional

3D three dimensional

A Oscillation amplitude

A∗ Normalised oscillation amplitude

A∗10 Mean of the top 10 percent of the normalised oscillation amplitude

A∗max Maximum normalised oscillation amplitude

c Damping coefficient

ccrit Critical damping coefficient

C Spring index

CA Hydrodynamic mass cofficient

CD Drag force coefficient

CL Lift force coefficient

Cvortex Vortexforce coefficient

Cy Transverse lift force coefficient

CCD charge coupled device

D Cylinder diameter

DAC digital-to-analog converter

DNS Direct Numerical Simulation

e Error

ess Steady-state error

ey Position tracking error

E Youngs modulus of the material

Ein Energy input

Continued on next page...
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Continued from previous page...

Symbol Description

Ed Dissipated energy

f Oscillation frequency (Hz)

fN Natural frequency of the system in still fluid (Hz)

fNvac Natural frequency of the system in vacuum (Hz)

fna Natural frequency of the system in air (Hz)

fnw Natural frequency of the system in water (Hz)

fP Pump frequency of the water channel facility (Hz)

fSt Vortex shedding frequency of a stationary cylinder (Hz)

f∗ Normalised oscillation frequency, f∗ = f/fN

f∗vacuum Normalised oscillation frequency, f∗vacuum = f/fNvac

f∗water Normalised oscillation frequency, f∗water = f/fnw

F External force

Fd Drag force

FD Drag force

FL Total lift force

Fvortex Vortex force

Fy Transverse lift force

FIV Flow-induced vibration

FLAIR Fluids Laboratory for Aeronautical and Industrial Research

G Shear modulus of the material

H Frontal projected length of the cylinder

Hz Hertz

k Spring constant

L Immersed length of the cylinder

L/D cylinder length/diameter ratio

LDV laser Doppler velocimetry

mA Added mass

md Displaced fluid mass, πρD2l/4

meff Effective mass

m∗ Mass ratio

M camera magnification factor (px/mm)

Continued on next page...
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Continued from previous page...

Symbol Description

PID Proportional-Integral-Derivative

PIV particle image velocimetry

px pixels

Re Reynolds number based on free-stream velocity and the frontal pro-
jected length of the cylinder

St Strouhal number

t Time

T Temperature (◦C)

T Oscillation period

TTL transistor-transistor logic

U, V,W Velocity components in the x, y and z directions respectively

Umax Peak velocity of an oscillating cylinder

U∞ Free-stream velocity

V Voltage

VEX Excitation voltage

Vout Output voltage

VIV Vortex-induced vibration

VR Relative velocity

x, y, z rectangular Cartesian coordinates in physical space (mm)

X,Y, Z rectangular Cartesian coordinates in image space (px)

Greek Symbols

Symbol Description

§ Thesis section∫
Integration

α Angle of attack

β Relative angle

δ standard deviation

∆x, ∆y, ∆z change in x, y, z location in physical space (mm)

∆X, ∆Y change in X, Y location in image space (px)

∆t PIV time interval separating each image pair (ms)

Γ circulation

η Free decay rate

Continued on next page...
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Symbol Description

λ Wavelength

λ∗ Normalised wavelength

µ Dynamic viscosity (kg.m−1.s−1),
Floquet multiplier

ν Kinematic viscosity, µ/ρ (m2.s)

ω Angular oscillation frequency

ωd Damped angular oscillation frequency

ωna Angular natural frequency in air

ωnw Angular natural frequency in water

ωx, ωy, ωz Vorticity components along the x, y and z axis respectively (s−1)

ψ Angle between translational oscillation and free-stream flow

ρ Density (kg.m−3)

σ Stress

θ Angular displacement

ε Strain of the material

φ Phase angle bwteen the force and the cylinder displacement

φtotal Phase angle bwteen the transverse lift force and the cylinder
displacement

φvortex Phase angle bwteen the vortex force and the cylinder displacement

ζ Structural damping ratio

ζa Structural damping ratio in air

ζw Structural damping ration in water

Subscripts

Symbol Description

cyl cylinder

i, j, k spatial coordinate indices

max maximum addition value

rand random component

rms root mean square value

t translational oscillation component

∞ free-stream value

Superscript
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Symbol Description

′ fluctuating value
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Chapter 1

Introduction

1.1 General overview

The phenomenon of flow-induced vibration (FIV) of bluff (non-streamlined) bodies is
around us. Most people have watched a flag pole or a power cable oscillating in high
wind. These are examples of structural vibration due to the wind flow resulting in
fluctuating forces on the bodies. Other examples of FIV of structures are more widely
seen in engineering applications, such as risers (flexible pipes) and structures in the
offshore oil fields, cylinder bundles in the cooling system of nuclear power plants, civil
bridges, tall chimneys and buildings. The problem of FIV is critical in engineering
applications due to its undesired impact on the fatigue life of structures, which can
potentially lead to structural damage or catastrophic failure. One classic example of
structural failure due to FIV is the original Tacoma Narrows Bridge which experienced
large-scale oscillations caused by natural winds ultimately leading to its destruction in
1940. Thus, the potential risks can add substantial cost to the design of structures.
(Lim & Howells 2000) note that due to the uncertainties in predictions of vortex-induced
vibration designers have adopted a safety factor of 50 to 100 in the design of risers,
which can lead to unnecessary use of suppression devices that cost considerably at
$400/foot. This is especially concerning when they further note that in shallow water,
such as the Gulf of Mexico, the cost for 10 risers of over 500 feet in length would be
$2 Million.

In the last 50 years, extensive research has been motivated and undertaken to un-
derstand the fundamental characteristics of FIV of bluff bodies. The current state
of research in the field has been dictated well in the books by (Blevins 1990), (Nau-
dascher & Rockwell 2005), and (Päıdoussis et al. 2010). Fundamentally, flow-induced
vibration can occur in so many forms in terms of body oscillators, fluid oscillators
and sources of excitation (Naudascher & Rockwell 2005). Of particular interest in this
thesis, two typical body-oscillator phenomena of VIV are presented: vortex-induced
vibration (VIV) and galloping. Vortex-induced vibration occurs when the vortices shed
alternatively from a bluff body result in fluctuating forces that cause the flexible or
elastically-mounted body to vibrate. For this reason, VIV is categorized as a type of
instability-induced excitation (IIE) that is caused by an intrinsic flow instability, the
phenomenon of vortex shedding (Naudascher & Rockwell 2005). VIV can occur for any
cylindrical bluff bodies whose cross-section has an appreciable afterbody, downstream
of the flow separation points (Bearman et al. 1987). One of the profound phenomena
in VIV known as synchronization or “lock-in” occurs when the body oscillation fre-
quency and the vortex shedding frequency are close to the natural frequency of the
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system, which results in large-scale body motion or resonance. However, VIV occurs
only in a discrete range of flow speeds, and it is self-limited in a sense that the body
oscillation amplitudes are limited to the order of magnitude of one characteristic length
(i.e. the diameter of a circular cylinder). Galloping, on the other hand, is a type of
movement-induced excitation (MIE) that is caused by the aerodynamic instability of
the structures under certain conditions of the fluid-structure system. Like VIV, an ap-
preciable afterbody is also required for galloping to occur. Both VIV and galloping can
co-exist under certain conditions. However, two major differences between VIV and
galloping are, firstly, that galloping occurs typically for all flow speeds above a critical
speed value that depends on the properties of the system, and secondly, that galloping
oscillations are not self-limited where much larger amplitudes can be built up.

The current state of research in the field of VIV has focused on the fluid-structure
interaction of a rigid circular cylinder constrained to oscillate transverse to a uniform
free-stream. This is primarily because the geometry of a circular cylinder can be defined
simply by its diameter and length without any other parametric considerations relating
to the flow orientation. In addition, the axial symmetry of a circular cross-section also
allows VIV to be studied in isolation from other FIV phenomena, such as galloping
that arises from the aerodynamically unstable cross-sections (Blevins 1990). From an
applied standpoint, VIV of circular cross-sections have received considerable attention
as an important phenomenon particularly in ocean engineering where ocean currents
can induce vibrations in oil risers, cable and offshore platforms.

Since a pioneering study by Feng (1968), a great deal of work has been done VIV,
with experimental and numerical studies that have covered a large number of param-
eters involved. In order to understand, model and predict the complex coupling of
the fluid-structure interaction, researchers have characterised the response of circular
cylinders undergoing free and forced vibrations. Forced vibrations, as a complementary
approach allowing to decouple the fluid-structure interaction, is of significant interest
to provide a good insight into the fundamental characteristics of free vibrations. Com-
parisons between the free and forced vibration cases in the literature have shown that
although both cases exhibit many characteristic similarities in the wake modes and fluid
forcing, there still exist major differences in energy transfer between the fluid and the
structure.

The second body-oscillator phenomenon of FIV, galloping, has also been extensively
studied since Den Hartog (1932) first proposed his stability criterion (well known as the
Den Hartog criterion) to estimate the susceptibility of a section to cross-flow galloping
in a wind flow. Though any bluff body with non-circular cross section is susceptible
to galloping, flow over a cylinder with square cross section at a zero angle of attack
has been studied most frequently. Parkinson & Brooks (1961) and Parkinson & Smith
(1964) have developed the foundations for the current state of the art with a model to
predict galloping response of a square cylinder at zero angle of attack using a quasi-
steady theory based on the lift forces acting on the stationary body with angle of attack
variation. The quasi-steady theory can accurately predict the amplitude response of a
square cylinder, including the critical velocity required for the onset of galloping and a
velocity dependent hysteresis in the amplitude response. However, in contrast to VIV
of a circular cylinder and galloping of a square cylinder at zero angle of attack, much
less research has been undertaken on FIV of a square cylinder with a physical angle of
attack variation.

The investigation of this thesis is composed of two components:

1. Comparison between free and forced vibrations of a circular cylinder. Investi-
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gation in this part focuses on comparison of the wake modes and fluid forcing
between a freely-vibrating cylinder and a motion-tracking cylinder.

2. FIV of a square cylinder with variation of angle of attack. Investigation in this
part focuses on the influence of the angle of attack on the amplitude and frequency
responses of FIV of a square cylinder.

1.2 Structure of the thesis

Apart from the Introduction, there are five chapters in this thesis. Each chapter begins
with a brief introduction of the content, and ends with a brief summary highlighting
the key discussion and findings. The thesis is structured as follows:

Chapter 2: A brief review of the relevant literature is presented in order to assess
the current state of knowledge, and to highlight some key areas where unanswered
questions and gaps are present.

Chapter 3: The experimental methodology used is described, including details of
the water channel facilities, experimental rigs and measurement techniques.

Chapter 4: Results of vortex-induced vibration of circular cylinders with low mass
and damping ratios are presented. In particular, this chapter also deals with direct
comparisons between free and controlled vibrations.

Chapter 5: Flow-induced vibration of a square cylinder with angle of attack vari-
ation is investigated. This study focuses primarily on vibrational response influenced
by the angle of attach variation.

Chapter 6: The overall conclusions of the thesis, summarising the most important
findings from the previous chapters. In addition, potential future work for research in
this area is also discussed.

Appendix A: A brief description of Wheatstone bridge circuit is given in order to
provide supporting knowledge for the design of force balance used in the experiments.

Bibliography: A bibliography is provided to list all the references cited in this
thesis.
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Chapter 2

A Review of the Literature

2.1 Introduction

Research on flow-induced vibration of bluff bodies has been extensively undertaken in
the past half century, due to its wide concern with a variety of engineering applications.
A rich literature arising from the research progress has been comprehensively reviewed
by Blevins (1990), Naudascher & Rockwell (2005), and Päıdoussis et al. (2010). In this
chapter, a brief literature review of research on flow-induced vibration of a bluff body is
presented, aiming to describe the fundamentals and the state of art on topics that relate
to the present PhD research. In particular, two typical body-oscillator phenomena
of flow-induced vibration, VIV and galloping, which provide the motivation for this
research, will be examined and discussed in detail.

This chapter begins with a discussion of flow past a stationary cylinder in §2.2,
providing a basic insight into the flow regimes behind a circular cylinder and the mech-
anism of vortex shedding. Next, §2.3 presents the previous work on vortex-induced
vibration of circular cylinders. This section mainly deals with the vibrational responses
(i.e. the amplitude, frequency and phase responses) and wake modes of a freely vi-
brating circular cylinders. To predict and potentially suppress VIV, researchers have
employed sinusoidally-driven cylinders as a complementary model. It allows them to
decouple the fluid-structure interaction, to better understand fundamental aspects such
as the phase difference between the fluid forces and body displacement, and the energy
transfer between the fluid and the structure. Thus, a discussion on circular cylinders
undergoing forced oscillations will be then given in §2.4.

The second typical body-oscillator phenomenon of flow-induced vibration, galloping,
has also received extensive research attention since Den Hartog (1932) first proposed his
criterion for galloping of ice-coated cables. In particular, transverse galloping of a square
cylinder has been well studied by researchers (such as Parkinson & Brooks (1961);
Parkinson & Smith (1964); Bearman et al. (1987); Blevins (1990), and many more).
Parkinson & Smith (1964) proposed a quasi-steady theory that laid the foundations
for the current state of the art to predict the amplitude response of galloping of a
square cylinder. The state of knowledge in the field of galloping of a square cylinder is
discussed lastly, in §2.5.
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(a) (b)

(c)

Figure 2.1: Flow regimes of a smooth circular cylinder at low Reynolds numbers. (a)
Creeping flow, Re < 5. (b) A fixed pair of symmetric vortices, 5 6 Re < 47. (c) Kármán
vortex street behind a circular cylinder at Re = 105. Images taken from Van Dyke (1982).

2.2 Flow past a stationary circular cylinder

2.2.1 Flow regimes

A circular cylinder is often described as the canonical model for bluff bodies in steady
flow. Its geometrical simplicity can be easily defined by its diameter and length. For
well over a century, extensive work has been conducted to characterise the flow past a
stationary cylinder.

For a rigid circular cylinder in a steady flow of Newtonian fluid, the flow char-
acteristics can be quantitatively described by an important dimensionless parameter,
the Reynolds number. This parameter represents a measure of the ratio of inertial to
viscous forces, and it is defined by

Re =
U∞`
ν

, (2.1)

where U∞ is the free-stream velocity, ` is the characteristic length of the body (here it
is referred to the cylinder diameter D), and ν is the kinematic viscosity of the fluid. As
the Reynolds number is increased from zero, the flow undergoes a series of distinct tran-
sitions of topology and dynamics. The flow regimes experienced by the cylinder with
increasing Reynolds number have been summarised by Lienhard (1966); Williamson
(1996); Sumer & Fredsøe (1997); Zdravkovich (1997); Leontini (2007); Nazarinia (2010).

At very low Reynolds number values (5 < Re), the flow dynamics around the
cylinder is dominated by viscous effects of the fluid. As a result, flow streamlines in the
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2.2. Flow past a stationary circular cylinder

vicinity of the cylinder adapt to the cylinder contour, and recover to steady flow in the
downstream, as shown in Figure 2.1 (a). This is referred to as creeping flow, in which
no separation occurs and the flow pattern does not vary with time. The onset of flow
separation occurs at Re ' 5 when a pair of symmetric vortices are formed in the near
wake of the cylinder, resulting in a recirculation region (Taneda 1956; Sumer & Fredsøe
1997), as shown in Figure 2.1 (b). The flow separation is caused by excessive momentum
loss near the wall in a boundary layer trying to move downstream against the adverse
pressure gradient (dp/dx > 0) where the pressure is increasing in the flow direction
(White 2003), in this case because of the body’s shape. The vortex formation length
increases linearly with the Reynolds number (Taneda 1956). This trend continues to
reach a length of three times of the cylinder diameter (Nishioka & Sato 1978). As the
Reynolds number is further increased, the cylinder wake becomes unstable and then
vortices are shed alternately from either side of the cylinder at a certain frequency. This
frequency can be defined as a non-dimensional quantity known as the Strouhal number
St = fStD/U∞, where fSt is the vortex shedding frequency, D is the cylinder diameter,
and U∞ is the free-stream velocity (see §2.2.2 for more details). Above this Reynolds
number of Re ' 46 (Taneda 1956; Roshko 1993; Williamson 1996; Thompson & Le Gal
2004), the flow undergoes its second major transition to the phenomenon of vortex
shedding. The time-periodic vortices stagger in a two-row configuration in the wake
to form a laminar vortex street, which is well known as Kármán vortex street named
after Theodore von Kármán in honour of his observation and analysis based on the
earlier observation of this vortex street by Bénard (1908). Figure 2.1 (c) shows a classic
flow visualisation example of the Kármán vortex street. Investigations by von Kármán
(1911) and Robinson & Saffman (1982) showed that the ratio of the longitudinal spacing
between the two rows to the lateral spacing of two consecutive vortices in the same row
was 0.281 when the vortex street was stable. As a result, the vortex shedding in turn
exerts fluctuating forces on the cylinder, which would excite the cylinder to vibrate if
it is elastic or elastically mounted. Therefore, vortex shedding is highly significant with
respect to vortex-induced vibration. More detailed discussion on the vortex shedding
mechanism will be given later in §2.2.2.

For 46 < Re < 190, the flow remains laminar and two-dimensional, where the vortex
shedding does not vary in the axial direction of the cylinder. The shedding frequency is
a unique function of Reynolds number if the boundary conditions are carefully manipu-
lated to produce vortex shedding parallel to the axis of the cylinder (Williamson 1989).
As Reynolds number is increased within the laminar shedding regime, there exists a
critical Reynolds number at which the wake undergoes transition from laminar and
two-dimensional vortex shedding to three-dimensional turbulence. This transition was
identified by a distinct discontinuous drop in the Strouhal number – Reynolds number
(St – Re) function curve in the experimental study of Williamson (1988), who iden-
tified two distinct stages associated with discontinuity in St – Re curve, each leading
to a distinct transition of the wake mode. These wake modes have become known as
mode A and B, after the manner in which Williamson (1988) originally referred to
them. The onset of mode A associated with the first discontinuity occurs at Re ≈ 190,
which is also characterised by the formation of vortex loops along with a spanwise
wavelength of λ ≈ 4D (Williamson 1996; Thompson et al. 1996; Henderson & Barkley
1996; Henderson 1997; Barkley et al. 2000), indicating the wake undergoes a transition
from laminar vortex shedding to three-dimensionality. The second discontinuity is as-
sociated with the three-dimensional wake transition to mode B. This mode is observed
for 230 < Re < 260, where finer scale vortex structures are formed with a spanwise
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wavelength of λ ≈ 0.8D (Williamson 1996; Henderson & Barkley 1996; Henderson 1997;
Barkley et al. 2000).

As Reynolds number is further increased it enters a regime 260 < Re < 3 × 105 in
which the wake becomes fully turbulent; however, the boundary layer over the cylinder
surface remains laminar (Sumer & Fredsøe 1997).

2.2.2 Fundamentals of vortex shedding

It has been noted previously in § 2.2.1 that a pair of symmetric vortices of opposite
sign becomes unstable and susceptible to disturbances for Re > 46. This instability
will cause vortices to be shed periodically from the cylinder into its downstream wake.
Development of vortex formation in the near wake of a circular cylinder has been
described by Gerrard (1966), and a detailed description of the mechanism of vortex
shedding has also been given by Sumer & Fredsøe (1997). Due to the disturbances from
the flow for Re > 46, one vortex will grow larger in length and stronger in strength than
the other, As illustrated in Figure 2.2 a, vortex A in clockwise direction is larger than
the opposite vortex B in anti-clockwise direction. When the growing vortex A becomes
strong enough, its action will draw the opposite shear layer containing anti-clockwise
vortex B to roll up across the wake axis, as shown in Figure 2.2 b. As vortex B being
drawn towards the shear layer connected with vortex A, the anti-clockwise vorticity
carried in vortex B will then cut off the supply of clockwise vorticity to vortex A from
its shear layer, and then vortex A breaks away as a free vortex convected downstream
by the flow, as shown in Figure 2.2 c. A new vortex (vortex C in Figure 2.2 c) is formed
by the shear layer on the upper side of the cylinder. Vortex B will repeat the same role
as vortex A, and when grown sufficiently to draw the upper shear layer across the wake,
it eventually be shed due to vorticity annihilation. This process repeats itself leading
to a vortex street forming in the wake. Gerrard (1966) implied that the continuous
interaction of the two shear layers causes vortices to be periodically shed alternatively
from either side of the cylinder. If this interaction in inhibited, the vortex shedding
would be suppressed or prevented (Sumer & Fredsøe 1997).

Furthermore, vortex shedding is a self-excited global instability in the sense that the
whole wake is affected (Huerre & Monkewitz 1990; Williamson 1996; Päıdoussis et al.
2010), and also it is a robust process that the self-sustained vortices are shed with a
well defined dominant frequency observed over a wide range of Reynolds number. This
dominant frequency is referred to as vortex shedding frequency. For non-dimensional
analysis, the vortex shedding frequency is normalised by the characteristic length of
the body (the cylinder diameter here) and the free-stream velocity, as express by

St =
fStD

U∞
, (2.2)

where fSt is the dominant vortex shedding frequency of a stationary cylinder (also
known as Strouhal frequency), D is the cylinder diameter, and U∞ is the free-stream
velocity. This dimensionless number St is called Strouhal number, which is named
after Vincenc Strouhal, a Czech physicist who reported that the dimensionless vortex
shedding frequency remained constant in his experiments (Strouhal 1878). For a smooth
circular cylinder, the Strouhal number is a function of Reynolds number, and it remains
nearly constant at St ≈ 0.2 over a wide range of Reynolds number of 300 < Re < 2×105

(see Fey et al. 1998; Williamson & Brown 1998; Norberg 2001), as shown in Figure 2.3.
It has been discussed previously that a discontinuity associated with the onset of

mode A occurs at Re ≈ 190 in the St−Re curve. However, this discontinuity was not
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Figure 2.2: Formation of vortex shedding from a circular cylinder. (a): Vortex A in clock-
wise direction grows larger and stronger than the opposing vortex B in anti-clockwise direc-
tion; (b): Prior to shedding of vortex A, vortex B is being drawn across the wake axis; (c):
Free vortex A is convected downstream by the flow, and prior to shedding of vortex B, vortex
C is being drawn across the wake. Images modified from Sumer & Fredsøe (1997).
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Figure 2.3: Strouhal number - Reynolds number relationship for circular cylinders. Figure
and references from Norberg (2001).

observed by all researchers, and a number of explanations were proposed in the past [see
Tritton (1959); Gaster (1969, 1971)]. These discrepancies were effectively resolved by
Williamson (1989) who revealed that this discontinuity was attributed to the transition
of one mode of oblique vortex shedding to another due to end effects of the cylinder.
In oblique shedding mode, as shown in Figure 2.4 (a), the vortices shed are parallel to
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each other but inclined at an angle with respect to the axis of the cylinder. In contrast,
in the parallel shedding mode, as shown in Figure 2.4 (b), the vortices are shed parallel
to the axis of the cylinder over most of the span. Williamson (1989) also found that
the Strouhal numbers of oblique shedding Stθ collapse on the St−Re curve for parallel
shedding by simply applying the equation Stθ = St cos θ, where θ is the angle of oblique
shedding. Alternatively, parallel shedding over the whole span can also be induced by
manipulating the end boundary conditions, which then results in a single continuous
St−Re curve (Williamson 1989; Hammache & Gharib 1991).

(a) Oblique shedding (b) Parallel shedding

Figure 2.4: Visualisation of oblique shedding (a) at Re = 85 and parallel shedding (b) at
Re = 110 Williamson (1989). Note that flow is upwards.

In contrast to parallel shedding, the presence of oblique shedding can have a signif-
icant effect on the properties of the wake and the oscillating fluid forces acting on the
cylinder. Khalak & Williamson (1996) experimentally investigated the effects of oblique
shedding on the drag and lift, and vortex shedding frequency of a stationary cylinder
(2000 < Re < 13 000), as shown in Figure 2.5. Compared to the oblique shedding
induced by free end conditions, parallel shedding induced using an end-conditioning
platform technique showed a increase of 15− 20% in the time-averaged drag through-
out the investigated Reynolds number range. The lift produced by parallel shedding
had higher r.m.s. ( root-mean-square) values and was more periodic than that of oblique
shedding. The spectrum analysis in Figure 2.5 (c) also showed that the lift of parallel
shedding is dominated by a single frequency, while oblique shedding resulted in a more
complicated time trace of the lift force that was dominated by two weaker dominant fre-
quency peaks. Consequently, proper end conditions, such as end plates and platforms,
are used in experiments for cylinders to promote parallel shedding.

Additionally, the wake properties are also found to depend on the aspect ratio (L/D)
of the cylinder. Szepessy & Bearman (1992) found that the aspect ratio of L/D = 0.12
– 12 had a striking effect on the fluctuating lift and vortex shedding frequency for
8×103 < Re < 1.4×105. Norberg (1994) showed that the critical Reynolds number for
the onset of vortex shedding was significantly delayed at low aspect ratios of L/D < 40,
and he also suggested that aspect ratios as large as L/D = 60 – 70 were needed
to approximate an infinite cylinder for Re ≈ 4 × 103 – ×104. However, Szepessy &
Bearman showed that the lift and vortex shedding frequency measured at L/D = 6.7
with end plates had very little variation with Reynolds number. Therefore, in general,
a cylinder must have an aspect ratio of at least L/D > 6.7 for end effects to minimise
their influence on the flow properties.

10



2.3. Vortex-induced vibration of a circular cylinder

(a) (b)

(c) (d)

Re Re

C
d

C
L

,r
.m

.s
.

F
or

ce
(N

)

P
ow

er

Time (s) Frequency (Hz)

Figure 2.5: Comparison of (a) time-averaged drag, (b) root-mean-square (r.m.s.) lift coef-
ficients, (c) lift force time trace and (d) vortex shedding frequency of a stationary circular
cylinder between oblique and parallel shedding modes. Oblique shedding is induced by free
end condition, while parallel shedding is promoted using a platform end condition technique.
Images taken from (Khalak & Williamson 1996).

2.3 Vortex-induced vibration of a circular cylinder

As discussed previously in § 2.2, the fluctuating pressures generated by vortex shed-
ding exerts fluctuating force components on the cylinder. The lift force fluctuates at the
vortex-shedding frequency, while the drag force fluctuates at twice the vortex-shedding
frequency (Bishop & Hassan 1964; Sumer & Fredsøe 1997). If the cylinder is flexible
or elastically-mounted, these fluctuating forces can cause the body to vibrate. The
lift force can induce the cylinder to vibrate in the cross-flow direction, while the drag
force can induce the cylinder to vibrate in the direction in-line to the flow (see Sumer
& Fredsøe 1997). These phenomena are generally known as vortex-induced vibrations
(VIV) . Experimentally, these complex VIV motions are often simplified to cross-flow
VIV of a rigid circular cylinder, as a means of understanding the fundamental char-
acteristics of the flow-structure interaction. This arises simply from: (1) structures
with circular cross-sectional shapes are widely used in engineering applications; (2) the
geometrical simplicity of a circular cylinder can be easily defined by its diameter and
length, without any other parametric considerations relating to the flow orientation; (3)
a circular cylinder is immune to the galloping instability in a steady flow; (4) cross-flow
VIV produces vibration amplitudes much larger than in-line VIV.

A schematic description of cross-flow VIV of a rigid circular cylinder is given in
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Figure 2.6: a circular cylinder is subjected to a uniform free-stream (U∞), and is given
one degree-of-freedom (DOF) to oscillate freely transverse to the free-stream, due to
the fluctuating forces (Fy(t)) exerted by the vortex shedding. The governing equation
of motion for cross-flow VIV of a cylinder can be expressed by

mÿ + cẏ + ky = Fy, (2.3)

or in terms of the natural frequency of the damping of the system by

ÿ + 2ζωnẏ + ω2
ny =

Fy
m

, (2.4)

where m is the system’s mass, c is the structural damping, k is the spring constant,
ωn =

√
k/m is the angular natural frequency of the system, ζ = c/(2mωn) is the

damping ratio, and Fy is the lift force in the direction transverse to the free-stream.

U∞

k c

y
x

m

Fy

D

Figure 2.6: Definition sketch for cross-flow VIV of a circular cylinder. The cylinder un-
dergoes free vibrations constrained in the transverse y direction to the free-stream U∞ in x
direction. Note that m is the system’s mass, c is the structural damping, k is the spring
constant, and Fy is the transverse lift force.

Comprehensive reviews on cross-flow VIV of a circular cylinder have been doc-
umented in articles (Bearman 1984; Sarpkaya 2004; Williamson & Govardhan 2004;
Gabbai & Benaroya 2005), and in books (Blevins 1990; Sumer & Fredsøe 1997; Nau-
dascher & Rockwell 2005; Päıdoussis et al. 2010). The following sections will focus on
some key findings relating to this topic.

2.3.1 Amplitude and frequency responses

As in the analysis for other vibration phenomena, the vibration amplitude and fre-
quency are the two fundamental variables of interest in VIV study. However, the
amplitude and frequency responses of VIV are usually presented in VIV with reference
to a parameter known as the reduced velocity, defined as U∗ = U/fND, where U is the
free-stream velocity, fN is the natural frequency of system measured in the still fluid.
A pioneering experimental study in a wind tunnel by Feng (1968) characterised the
vibration amplitude and frequency responses of a circular cylinder at high mass ratios
of m∗ = m/md = O(100), where m is the system mass and md is the displaced fluid
mass by the cylinder, over a range of reduced velocities. Feng found that the cylinder
experienced its largest oscillation amplitudes in a synchronisation (also known as “lock-
in” or “lock-on”) region over a range of 5 6 U∗ 6 8 where the cylinder’s oscillation
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frequency, denoted by f , matched the vortex shedding frequency for the fixed body
(fSt), and both frequencies were approximately equal to the natural frequency of the
system (fN ): f ∼= fSt ∼= fN .
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Figure 2.7: Amplitude and frequency responses of VIV of a circular cylinder. Open circles
represent results at m∗ = 248 and ζ = 0.00145 by Feng (1968). Solid circles represent results
at m∗ = 2.4 and m∗ζ = 0.013 by Khalak & Williamson (1997a).

However, a significant addition to the classification of VIV response was made more
recently by Khalak & Williamson (1996, 1997a,b, 1999) who observed three distinct
branches in the amplitude response of a cylinder system at low mass ratios (m∗ = O(1))
in water-channel experiments. They termed these branches as the “initial”, “upper”
and “lower” branches, as shown in Figure 2.7 Only two of the branches (the initial and
the lower) were seen in the high mass ratio case of Feng. Compared to Feng’s results,
they also found that the body oscillations occurred at much lower reduced velocities
and the “lock-in” region was much wider, extending from U∗ = 5 up to U∗ = 12.
Within “lock-in” the normalised oscillation frequency f∗ = f/fN departed away from
unity and increased monotonically with the reduced velocity. Additionally, much larger
oscillation amplitudes were observed with the peak value of A∗max ≈ 1D approximately
twice that of Feng.

Further, the number of amplitude-response branches is found to depend on a non-
dimensionalised parameter contributed by the mass and damping ratio of the system,
m∗ζ, as schematically illustrated in Figure 2.8 (see Khalak & Williamson 1999). For
a high-m∗ζ system of Feng’s type, there are only the initial and the lower branches,
and the transition between these branches is hysteretic. In contrast, for a system at
a relatively low value of m∗ζ, the amplitude response exhibits three branches: initial,
upper and lower branches. This form of three-branch amplitude response and the phe-
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Figure 2.8: A schematic illustration for the two distinct types of amplitude response of VIV
of a circular cylinder: (a) the Feng-type of high-m∗ζ response exhibits only two branches
(initial and lower), while (b) the low-m∗ζ response exhibits three branches (initial, upper
and lower). The transitions are either hysteretic (H) or intermittent (I). Reproduced from
Khalak & Williamson (1999)

nomenon of frequency response departure from the natural frequency of the system
response have subsequently been confirmed experimentally and numerically by a num-
ber of other researchers, notably Govardhan & Williamson (2000, 2002); Branković
(2004); Leontini et al. (2006c); Klamo (2007). The initial branch occurs at very low
reduced velocities (U∗ ≈ 1 in experiments), and is characterised by moderate oscillation
amplitudes with the dominant frequencies following the Strouhal frequency trend for
the fixed body. However, the oscillations in the initial branch are not highly periodic
but quasi-periodic, due to the influence from the vortex shedding frequency and the
natural frequency of the system (see Khalak & Williamson 1999; Leontini 2007). As
U∗ is increased, the system undergoes a hysteretic transition from the initial branch
to the upper branch at U∗ ≈ 1/St ≈ 4.8 as the cylinder oscillation frequency begins
to lock on to the natural frequency of the system. The upper branch is characterised
by the largest-scale oscillations with unstable amplitudes due to the resonant oscilla-
tions of the near wake, which inputs substantial energy to the structure (Blevins 1990).
Although the maximum amplitude reported could reach up to A∗max = 1.2D for very
low m∗ (see Govardhan & Williamson 2000), the oscillation amplitudes of VIV are
self-limited to the order of one cylinder diameter. Further experiments by Govardhan
& Williamson (2006), and Klamo (2007) found that the magnitude of the maximum
amplitudes in the upper branch are influenced not only by the parameters of mass ratio
and damping ratio but also by Reynolds number. As U∗ is further increased the ampli-
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Figure 2.9: Schematic illustrations of frequency response of lock-in region of a circular
cylinder undergoing VIV in air and in water . (a) shows that the frequency response f∗ locks
on to the natural frequency, namely f∗ ∼= fN , through the lock-in region of VIV in air. (b)
shows that the frequency response f∗ departs from unity and increases monotonously with
U∗ through the lock-in region of VIV in water. Images reproduced from (Sumer & Fredsøe
1997).

tude response undergoes a transition to the lower branch, with intermittent switching
between these two modes. This intermittent switching phenomenon has been clearly
seen in the instantaneous phase between the lift and displacement measured by Khalak
& Williamson (1999). There is good agreement in the literature that the oscillations
in the lower branch are highly periodic with very stable amplitudes of A∗ ≈ 0.6D. The
lower branch has a relatively wider response region, followed by a gradually declining
drop in amplitude indicating the end of the synchronisation regime. At even higher U∗

there is the desynchronisation region where the body oscillations with chaotic ampli-
tudes are influenced significantly by both the vortex shedding frequency and the natural
frequency of the system.

More detailed discussion on the phenomenon of “lock-in”, fluid forces, phases and
wake modes relating to VIV of a circular cylinder is presented in a later section.

2.3.1.1 Lock-in

Lock-in, or synchronisation is one of most significant phenomena in VIV. In the lock-in
region, the vortex shedding frequency no longer follows the Strouhal frequency for the
stationary body, but matches the oscillation frequency of the body. Traditionally, for
a high-m∗ζ system, such as in air shown in Figure 2.9 (a), the lock-in phenomenon is
identified by the proximity of the body oscillation frequency to the natural frequency
of the system. However, for a low-m∗ζ system, typically in water, the body oscilla-
tion frequency departs from the natural frequency through the lock-in region, with f∗

departing from unity as shown in Figure 2.9 (b). This departure is due to the effect
of the added mass arising from the acceleration of the body’s motion (see Sumer &
Fredsøe 1997; Govardhan & Williamson 2000). Therefore, discrepancies still exist over
the definition of lock-in, as some researchers define lock-in as the matching of the peri-
odic wake vortex mode with the cylinder oscillation frequency (see Gabbai & Benaroya
2005). A useful definition of lock-in given by Sarpkaya (1995) is that the lift frequency
must match the body’s oscillation frequency. This definition is also constantly adopted
by Williamson’s group, and also in this thesis.
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Figure 2.10: State-selection (amplitude versus frequency) diagram for laminar wakes of a
circular cylinder undergoing forced sinusoidal oscillations. The plot should only be interpreted
in in a qualitative sense. Note that A∗t is the threshold of the normalised amplitude required
for the onset of lock-in, and fe is the oscillation frequency of excitation. Reproduced from
Karniadakis & Triantafyllou (1989).

The effect of mass ratio plays a significant role in the “lock-in” regime. Govardhan
& Williamson (2000, 2002) were the first to observe experimentally an interesting phe-
nomenon of a critical mass ratio, m∗crit = 0.54 ± 0.02, below which the lock-in region
of large-amplitude motion extends to an infinite range of reduced velocity. The exis-
tence of critical mass has also been reported experimentally and numerically by other
researchers. The experimental results of Branković (2004), following the analysis of
Govardhan & Williamson (2000), gave a critical mass ratio of m∗crit = 0.4. The numer-
ical study by Ryan et al. (2005) showed that the critical mass ratio varied in a range
of 0.075 6 m∗crit < 0.51 as a function of Reynolds number in a range of 30 6 Re 6 200.
Despite the discrepancy in the obtained values of m∗crit, the studies consistently indicate
the existence of this parameter.

Lock-in phenomenon has also been observed in forced oscillations when the cylinder
oscillation frequency is close to the Strouhal frequency. This was first noticed in the
early experiments of sinusoidally-driven cylinders by Bishop & Hassan (1964). Later,
the studies of Koopmann (1967) and Stansby (1976) showed that as the oscillation
amplitude increased, the range of oscillation frequency over which lock-in was observed
also increased. Figure 2.10 shows a schematic diagram by Karniadakis & Triantafyllou
(1989) illustrating the lock-in region for a forced-oscillating cylinder as a function of
the oscillation amplitude and frequency. The general shape of the lock-in region shown
in Figure 2.10 is consistent with the experimental observations by Koopmann (1967),
Stansby (1976) and Williamson & Roshko (1988), and the numerical simulations by
Blackburn & Karniadakis (1993), Meneghini & Bearman (1995) and Leontini et al.
(2006b). A review on the lock-in of forced-oscillating cylinders has been documented
by Griffin & Hall (1991).

2.3.2 Fluid forces, phases and wake modes

Recent research attention has been given to characterising the fluid forces, the phases
and wake modes of a freely-vibrating cylinder, which would potentially help to predict
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and suppress VIV.
The first direct force measurements on freely-vibrating cylinders were conducted ex-

perimentally by Khalak & Williamson (1997a), although extensive force measurements
had been carried out for cylinders undergoing forced oscillations (see Bishop & Hassan
1964; Staubli 1983; Gopalkrishnan 1993) in the past. Khalak & Williamson (1997a)
applied the Hilbert transform (HT) to calculate the instantaneous total phase, denoted
by φtotal, between the lift and displacement, and found intermittent switching between
φtotal ≈ 0◦ for the upper branch and φtotal ≈ 180◦ for the lower branch corresponded
with intermittent switching between the upper and lower branches in transition.

Further, Govardhan & Williamson (2000), following the fluid force decomposition
method proposed by Lighthill (1986), decomposed the total transverse lift force (Fy)
of Eq. (2.3) into a potential force component, denoted by Fpotential, contributed by the
potential added-mass force and a vortex force component, denoted by Fvortex, arising
from the dynamics of vorticity, as follows:

Fy = Fpotential + Fvortex. (2.5)

The above Eq. (2.5) can be divided by
1

2
ρU∞DL to become

Cy(t) = Cpotential(t) + Cvortex(t). (2.6)

The instantaneous potential potential force acting on the cylinder is given by

Fpotential(t) = −mA ÿ(t) = −CA
ρπD2L

4
ÿ(t), (2.7)

where mA is the added mass and CA is the potential flow added-mass coefficient (CA = 1
for a circular cylinder). When the oscillation frequency of the cylinder is synchronised
with that of the periodic vortex shedding, the excitation transverse lift force, Fy(t), and
the response displacement, y(t), are well approximated by sinusoidal functions (Khalak
& Williamson 1999; Govardhan & Williamson 2000), given by:

Fy(t) = FY sin(ωt+ φtotal) (2.8)

y(t) = Ao sin(ωt), (2.9)

where FY and Ao are the magnitude of the lift and displacement, respectively. Then,
the potential force can be simplified as

Cpotential(t) = 2π3 y(t)/D

(U∗/f∗)2
, (2.10)

where ω = 2πf is the angular oscillation frequency, and φtotal is the phase angle between
the transverse lift force and the cylinder’s displacement. As it can be seen in Eq. (2.10),
the potential force Cpotential(t) is always in phase with the displacement y(t).

Thus, when a VIV system is considered to be subjected to harmonic excitation, its
governing equation of motion can be expressed by

mÿ + cẏ + ky = Fo sin(ωt+ φtotal). (2.11)

Combining Eq. (2.5) and Eq. (2.7), the above equation of motion Eq. (2.11) is then
rewritten, retaining only the vortex force on the right-hand side, by

(m+mA)ÿ + cẏ + ky = Fvortex sin(ωt+ φvortex), (2.12)
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Figure 2.11: A diagram of force decomposition showing the relationships between the force
components and phases.

where φvortex is the phase angle between the vortex force and displacement. Con-
sequently, the relationships between the force components and phases are shown in
Figure 2.11.

Before proceeding to a discussion on the phase responses and wake modes for a
freely-vibrating cylinder, it is helpful to first review the characterisation of wake modes
for a cylinder undergoing forced sinusoidal oscillations, since the vortex shedding is
significant in that it influences the fluid forces, the phases and consequently the energy
transfer between the fluid and the structure. A systematic map for the wake mode
regions of a sinusoidally-driven cylinder was explored by Williamson & Roshko (1988).
In this map, as shown in Figure 2.12, the wake modes identified using flow visualisation
were categorised into different regions in an amplitude – wavelength (A∗ – λ∗) plane.
The amplitude is normalised by A∗ = A/D, and the wavelength is normalised by
λ∗ = U/(feD), where A is the excitation amplitude, and fe is the excitation frequency.
Using this scaling, the normalised wavelength is equivalent to the reduced velocity, but
also has the advantage that it conveys the sine wave trajectory along which the cylinder
travels relative to the flow. The cylinder was forced to oscillate with the amplitude up
to A∗ = 5 (not shown in Figure 2.12) over a wavelength range of 0 < λ∗ < 10. The
Reynolds number for the experiments was in the range 300 6 Re 6 1000, but was not
held constant. Consequently, the wake modes were classified in terms of the vortex wake
pattern comprising single vortices (S) and vortex pairs (P ) shed per oscillation cycle.
Three main wake modes found near the synchronisation region were 2S, P + S, and
2P modes: the 2S mode comprises two single vortices shed per oscillation cycle (i.e.
the class Kármán vortex street); the P + S mode is an asymmetric mode, representing
one single and one vortex pair being shed per oscillation cycle; the 2P mode consists
of two pairs of vortices shed per oscillation cycle. Examples of these wake modes are
shown in Figure 2.13. Williamson & Roshko also suggested the sudden transition of
the wake modes (i.e. 2S → 2P ) through the lock-in regime would help to explain the
sharp change in fluid forces observed by Bishop & Hassan (1964), and also the jump in
the total phase between the lift and displacement.

The vortex wake modes also play an important role in vortex-induced vibration.
The flow visualisation results of free vibration by Brika & Laneville (1993) and Khalak
& Williamson (1999) show that the wake mode changes from 2S to 2P corresponding to
the amplitude response jumping from the initial branch to the lower branch. Govardhan
& Williamson (2000) were the first to employ digital particle image velocimetry (DPIV)
to investigate the wake modes of cylinders undergoing VIV, after this technique had
been used in forced oscillation experiments for the first time by Rockwell’s group at

18



2.3. Vortex-induced vibration of a circular cylinder

A∗

0

0.4

0.8

1.2

1.6

0 2 4 6 8 10

λ∗

Figure 2.12: Maps of wake mode regimes over a A∗ – λ∗ plane for a circular cylinder
undergoing sinusoidally-driven oscillations. A∗ = A/D and λ∗ = U∞/(feD), where A is the
oscillation amplitude and fe is the oscillation frequency of excitation. The “critical curve”
represents the boundary between the wake modes. Curves I and II represent locations where
the forces on the body show a sharp change. The Reynolds number is within a range of
300 6 Re 6 1000, but it is not held constant. Williamson & Roshko (1988).

(a)

(b)

(c)

Figure 2.13: Three main wake modes near the synchronisation region of an oscillating cylin-
der. (a): the 2S mode of a cylinder undergoing free VIV (Koopmann 1967). (b): the
P + S mode of a cylinder undergoing sinusoidally-driven oscillations (Williamson & Go-
vardhan 2004). (c) the 2P mode of a cylinder undergoing sinusoidally-driven oscillations
(Williamson & Govardhan 2004).
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Lehigh University to measure the wake vorticity behind a cylinder (see Gu et al. 1994).
Govardhan & Williamson showed that there existed two distinct types of response in
free vibrations, depending on whether the system had a high or low value of m∗ζ. For
a high-m∗ζ system, only one wake mode transition was found corresponding to the
amplitude-response jump from the initial branch to the lower branch, whereas for a
low-m∗ζ system two wake mode transitions were observed.
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Figure 2.14: Plots of VIV response of a circular cylinder withm∗ = 8.63 and ζ = 1.51×10−3:
(a) amplitude response, (b) frequency response, (c) the root-mean-square total transverse lift
coefficient (Cy(r.m.s.)) and the total phase (φtotal), and (d) the root-mean-square vortex force
coefficient (Cvortex(r.m.s.)) and the vortex force phase (φvortex). N, Initial (I) branch; ◦, upper
branch (U); •, lower branch (L); �, Desynchronisation region; �, PIV measurement locations.
· · · · · · , boundaries between the wake modes of Williamson & Roshko (1988)’s map. Images
taken from Govardhan & Williamson (2000).

Figure 2.14 show the results of VIV responses of a low m∗ζ (m∗ = 8.64 and
ζ = 1.51 × 10−3) system studied by Govardhan & Williamson to understand the rela-
tionships between the amplitude response, frequency response, fluid forces, phases and
the wake modes. The amplitude and frequency responses are shown in Figure 2.14 (a)
and (b), respectively, where PIV measurements were taken at the locations indicated by
the bull’s-eye symbols. As expected from Williamson & Roshko’s map of wake modes
for forced oscillations, Govardhan & Williamson observed the presence of 2S mode in
the initial branch, and 2P mode in the upper and lower branches in free vibrations.
The results of PIV measurements for these wake modes are shown in Figure 2.15. The
2S mode sequence in Figure 2.15 (a) shows two single vortex structures of opposite
sign were alternately shed per oscillation cycle to form a narrow single-row pattern
concentrated along the wake centre-line. This 2S mode then underwent a transition
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Figure 2.15: Plots of wake modes of a freely vibrating circular cylinder with a low mass-
damping ratio (m∗ = 8.63 and ζ = 1.51×10−3). The Initial branch is associated with the 2S
mode (A∗= 0.33 at U∗= 5.18); the upper branch is associated with the 2P mode (A∗= 0.81
at U∗= 5.39); the lower branch is also associated with the 2P mode (A∗= 0.6 at U∗= 6.40).
Anti-clockwise vortices in red and clockwise vortices in blue. Images taken from Govardhan
& Williamson (2000).

to a 2P mode, which was associated with the amplitude response transition from the
initial to the upper branch as the body oscillation frequency passed through the natural
frequency of the system in water. As shown in Figure 2.15 (b), a weekly 2P mode con-
sisting of a strong first and a weak second (20% in strength of the first one) vortex were
shed per half oscillation cycle. The weaker vortex was dissipated rapidly downstream,
at around x/D = 4, due to the interaction with the relatively stronger first vortex.
Correspondingly, Govardhan & Williamson found that this 2S → 2P wake mode tran-
sition was associated with a jump in the vortex phase. As shown in Figure 2.14 (d), the
vortex phase experienced a large jump from around φvortex = 0◦ in the initial branch to
φvortex ≈ 160◦ in the upper branch, whereas the total jump, shown in Figure 2.14 (c),
remained constantly around φtotal = 0◦ in the initial branch and increased slightly with
U∗ during the upper branch. A second jump phenomenon was observed when the to-
tal phase jumped from φtotal = 0◦ to 180◦, which was associated with the amplitude
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Figure 2.16: A characterisation diagram for VIV response of a circular cylinder with low
m∗ζ showing the three-branch amplitude response, the wake modes and correspondingly the
two jump phenomena. Reproduced from (Govardhan & Williamson 2000).

response transition from the upper to the lower branch. However, the vortex phase
continued to remain around φvortex = 180◦ throughout the lower branch, where the
2P mode, shown in Figure 2.15 (c), became clearer and stronger than that found in
the upper branch. In addition, the vortex force increased sharply in this transition to
reach a peak value of Cvortex (r.m.s.) ≈ 1.2 at the beginning of the lower branch, before it
gradually declined at higher reduced velocities. Consistently, the locations of the wake
modes in free vibration found by Govardhan & Williamson agreed well with the wake
mode regions of Williamson & Roshko’s map. The 2S and 2P modes have been ob-
served experimentally and numerically in free VIV (see Leontini et al. 2006b), and P+S
has only been seen in numerical studies of VIV at low Reynolds number (see Leontini
et al. 2006b). However, the P + S mode has not yet been observed experimentally in
free vibrations.

Figure 2.16 shows a general characterisation diagram originally provided by Govard-
han & Williamson for the VIV response of a low-m∗ζ cylinder system. This diagram
illustrates that the initial ↔ upper transition occurs as the body oscillation frequency
passes through the natural frequency of the system in the fluid (i.e. f ≈ fN water).
At this point, the wake mode undergoes a transition from 2S to 2P which involves a
jump in the vortex phase. The second amplitude transition, the upper↔ lower branch,
occurs at f ≈ fN vacuum, which involves a jump in the total phase. However, there is no
jump in the vortex phase within the upper and lower branches, meaning the 2P wake
mode remains present in the lower branch. This diagram is consistent with the exper-
imental results of Govardhan & Williamson (2000) for the cases of m∗ substantially
greater than the given critical mass ratio of m∗crit = 0.54, i.e. m∗ = 8.64. However, as
m∗ approaches m∗crit, the upper↔ lower branch transition tends to occur at a frequency
well above the predicted fN vacuum (see Govardhan & Williamson (2000)).
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2.4 Forced oscillations of a circular cylinder

In order to better understand and then to predict the response of free vibrations,
researchers have employed cylinders undergoing forced oscillations as a complementary
model, by decoupling the fluid-structure interaction, to simplify the problems of VIV.
This has led to a large number of experimental and numerical studies on the subject,
including Bishop & Hassan (1964); Koopmann (1967); Sarpkaya (1978); Staubli (1983);
Williamson & Roshko (1988); Gopalkrishnan (1993); Hover (1997); Hover et al. (1998);
Carberry et al. (2001); Carberry (2002); Carberry et al. (2004a, 2005); Leontini et al.
(2006a, 2007); Morse & Williamson (2006, 2009a,b), and many more.

2.4.1 Fluid forces and wake modes

Most of the forced oscillation studies involves investigation on the fluid forces and wake
modes of cylinders undergoing forced or controlled sinusoidal oscillations (see Bishop &
Hassan 1964; Carberry et al. 2001, 2005; Leontini 2007; Morse & Williamson 2009a,b),
simply because the results of free vibrations have shown that the cylinder motion and
the lift force in the lock-in region are well represented by sinusoidal functions (Feng
1968; Griffin & Koopmann 1977; Khalak & Williamson 1996, 1997a, 1999; Govardhan
& Williamson 2000). Thus, the body motion and the fluid forcing are represented by
the following equations:

y(t) = A sin(2πfet) , (2.13)

Fy(t) = FY sin(2πfet+ φtotal) , (2.14)

where A is the oscillation amplitude, fe is the oscillation frequency respectively, FY is
the magnitude of the transverse lift force, and φtotal is the phase between the lift force
and displacement.

In a pioneering study, Bishop & Hassan (1964) found that a sharp increase in the
magnitude of the lift force accompanied simultaneously with a jump of approximately
180◦ in the total phase occurred as the oscillation frequency increased through the
Strouhal frequency for a stationary body, given a constant oscillation amplitude. Sim-
ilar changes in the lift force and the total phase have also been observed in number
of subsequent experiments of forced-oscillating cylinders, including Sarpkaya (1977);
Gopalkrishnan (1993); Carberry et al. (2001). Following the findings in free vibrations
by Govardhan & Williamson (2000) that a wake mode transition from 2S to 2P is as-
sociated with a jump of approximately 180◦ in the vortex phase, Carberry et al. (2001)
suggested the changes in the lift and the total phase in forced oscillations also corre-
sponded to an alternation in both the timing of vortex shedding and vortex pattern in
the near wake.

Furthermore, Carberry (2002); Carberry et al. (2004a, 2005) directly compared
the fluid forces and wake modes of forced-oscillating cylinders with the corresponding
properties of freely-vibrating cylinders studied by Govardhan & Williamson (2000), and
found a number of remarkable similarities in the vorticity field and variation in the total
and vortex phases. Figure 2.17 shows a direct comparison of the total and vortex phases
between a freely-vibrating cylinder and a sinusoidally-driven cylinder studied by Car-
berry et al. (2004a). The oscillation amplitude of the driven system was kept constant,
while the oscillation frequency fe was varied over a range of 0.77 < fe/fSt < 0.91, where
fSt is the Strouhal frequency for a stationary cylinder. In both the freely and forced
oscillating cases, similar distinct jumps in the total and vortex phases were observed.
For the forced oscillating cylinder, as the oscillation frequency was increased from low
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Figure 2.17: Total and vortex phases for (a) the three amplitude-response branches of free
vibration at low m∗ζ values and (b) the corresponding forced wake states at A/D = 0.6.
Reproduced from Carberry et al. (2004a).

(a) Freely vibrating cylinder at low m∗ζ = 0.013

(b) Sinusoidally driven cylinder, A/D = 0.5

(i) Lower, A/D = 0.60 (ii) Upper, A/D = 0.81 (iii) Initial, A/D = 0.33

(i) Low-Freq. (ii) Intermediate (iii) High-Freq.

Figure 2.18: Comparison of vorticity fields between (a) a freely vibrating circular cylin-
der and (b) the corresponding sinusoidally-driven cylinder. (i) The lower branch and low-
frequency state occurred at low fe/fSt values, (ii) the upper branch and intermediate state
were observed as fe/fSt approached unity while (iii) the initial branch and high-frequency
state occurred at higher values of fe/fSt. Reproduced from (Carberry et al. 2004a).
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to intermediate values, a jump of approximately 180◦ in the total phase occurred at
fe/fSt ≈ 0.84, which was similar to the jump in total phase during the lower ↔ upper
branch transition of the freely-vibrating case. On the other hand, a sharp jump in
vortex phase was also observed as the driven oscillation frequency was increased from
intermediate to high values, which was similar to the jump in vortex phase during the
initial ↔ upper branch transition of the freely-vibrating case. Corresponding to the
jump in vortex phase, the forced oscillating system also experienced a wake mode tran-
sition of 2S ↔ 2P which was consistent with the results of free vibration of Govardhan
& Williamson (2000), as shown in Figure 2.18. Interestingly, the “low-frequency wake
state” is similar to the lower branch response, the “intermediate wake state” is sim-
ilar to the upper branch response, and the “high-frequency wake state is similar to
the initial branch response. Despite strong similarities found in the phases and wake
modes, however, one key difference between the freely and forced oscillating cylinders
is found in the sign of energy transfer between the fluid and the structure. The energy
transfer must be positive from the fluid to the oscillating system in free vibration, while
negative energy transfer is observed in the forced oscillating system. More discussion
on the topic of energy transfer will be presented in the future section §2.4.2.

More recently, Morse & Williamson (2006) directly compared the fluid forces of
freely and forced oscillating cylinders, and suggested that if the experimental conditions
are carefully matched, the fluid forces acting on the forced-oscillating cylinder are in
very close agreement with the results of free vibration over an entire response plot.
Later, Morse & Williamson (2009a,b) performed a large amount of experiments on a
sinusoidally-driven cylinder over a high-resolution amplitude – wavelength plane. The
normalised amplitude (A∗) was varied from 0.02 up to 16 with a resolution of 0.02, and
the normalised wavelength (λ∗) was varied from 2 up to 16 with a resolution of 0.2,
amounting a total of 5680 experimental runs. The Reynolds number was kept constant
at two Reynolds number Re = 4000 and 10 000. In these studies, Morse & Williamson
conducted extensive force measurements to create high-resolution contour plots of the
magnitude of fluid forcing and its phase, and then to precisely identify the locations of
jumps in these parameters.

The contours of the magnitude of lift force and vortex force from Morse & Williamson
(2009a) are shown in Figure 2.19, and the corresponding phases are shown in Fig-
ure 2.20. Of particular interest as found by Morse & Williamson, dramatic changes
in these contour plots show clear boundaries that are highly similar to the boundaries
separating different wake modes in the map of Williamson & Roshko (1988), indicat-
ing similar wake mode regimes could be identified based solely on force measurements.
Consequently, Morse & Williamson identified the regimes of 2S and 2P modes based
on contours of the magnitude of the total force and the vortex phase, and the regime
of P + S wake mode based on the asymmetry in the time trace of the lift due to the
asymmetric pattern of the wake. These regimes of wake modes were further confirmed
by their PIV vorticity measurements. Figure 2.21 shows the map of wake mode regimes
of Williamson & Roshko in (a) and the new map of Morse & Williamson in (b). As
compared, both maps shows a remarkable similarity in the boundaries between the
wake modes. In addition to the known regimes of 2S, 2P and P + S modes identified
by Williamson & Roshko, Morse & Williamson revealed the existence of two regions
where two modes overlapped. These overlap regions were found in the desynchronisa-
tion region where 2P intermittently appeared, and in a region labelled as “2Po” where
2S, 2P and 2Po modes overlapped. Figure 2.22 shows the results of PIV measure-
ments of these wake modes. As defined by Morse & Williamson, 2Po mode, as shown
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Figure 2.19: Contours of the magnitude of the total force, CY , and the vortex force, CV .
Boundaries between the wake modes are indicated by the dashed lines. for Re = 4 000. Morse
& Williamson (2009a).

in Figure 2.22 (b), is a variation of 2P mode where two pairs of vortices are shed per
oscillation cycle but the secondary vortex is much weaker and decays rapidly as the vor-
tex pair moves downstream. This 2Po mode, similar to the weakly pattern of 2P mode
in the upper branch of free vibration captured by Govardhan & Williamson (2000), is
equivalent to the “intermediate wake state” observed by (Carberry et al. 2004a).

2.4.2 Energy transfer and prediction of free vibration response

Researchers have attempted to predict VIV response of cylinders using the fluid force
measurement data obtained from forced oscillations. One of such studies is that by
Staubli (1983) who used his experimental measurements of the lift and total phase
contours of a sinusoidally-driven cylinder to calculate the response of an elastically-
mounted cylinder that was then compared with that of Feng (1968). The comparison
showed that the calculated amplitude response matched well with Feng’s results at very
low reduced velocities, but major discrepancies were observed at relatively high reduced
velocities. However, more recent studies for VIV prediction by using forced-oscillating
cylinders have focused on the energy transfer between the fluid and the structure.

It is helpful to first introduce some fundamental equations relating to the energy
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Figure 2.20: Contours of the total phase, φtotal, and the vortex phase, φvortex. Boundaries
between the wake modes are indicated by the dashed lines. Re = 4 000. Morse & Williamson
(2009a).

transfer before proceeding reviewing the literature on this topic. As described previ-
ously in Eq. (2.8) and Eq. (2.8), when the cylinder motion is synchronised with the
vortex shedding, the body motion y(t) and the fluid force Fy(t) are well represented by
sinusoidal functions:

y(t) = A sin(2πft), (2.15)

Fy(t) = FY sin(2πft+ φ), (2.16)

where A is the oscillation amplitude, f is the oscillation frequency, FY is the magnitude
of the transverse lift force, and φ is the phase between the lift force and the body motion
(for convenience here). Therefore, the energy transfer from the fluid to the oscillating
structure per oscillation cycle can be determined by

Ein =

∮
Fy(t) dy =

∫ T

0
Fy(t) ẏ(t) dt

= πAFY f sinφ

[
2πft

2
+

sin(2 · 2πft)

4

]t=T
t=0

= πAFY sinφ, (2.17)
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Figure 2.21: Maps of wake mode regimes for sinusoidally-driven circular cylinders: (a)
the map ofWilliamson & Roshko (1988), and (b) the map of Morse & Williamson (2009a),
revealing new regions (in overlapping colours) where two vortex shedding modes coexist.

where T = 1/f is the vibration period. Then, the energy transfer coefficient is given
by

CE =
Ein

1

2
ρU2DL

= πA∗CY sinφ, (2.18)

where CY = FY /(
1
2ρU

2DL) is the magnitude of the lift coefficient. Fundamentally,
the phase must be 0◦ < φ < 180◦ for positive energy transfer from the fluid to the
oscillating structure. Ideally, if the cylinder motion and lift force in free vibration
are pure sinusoidal functions, the phase is always between 0◦ and 180◦ as the energy
transfer is always positive. However, the phase might be observed out of the range of
0◦ < φ < 180◦ in experiments, because the cylinder motion and the fluid forcing are
not purely sinusoidal functions in reality. For a freely-vibrating cylinder, on the other
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Figure 2.22: Vorticity fields for the wake modes of a circular cylinder undergoing
sinusoidally-driven oscillations (Morse & Williamson 2009a).

hand, the energy lost per cycle due to the structural damping is computed by

Eout =

∮
c ẏ(t) dy =

∫ T

0
c ẏ(t)2 dt (2.19)

= (2πf)2cA2

∫ T

0
cos2(2πft)dt = 2π2cA2f . (2.20)

Following the approach of Khalak & Williamson (1999), the response amplitude and
frequency may be derived as follows:

A∗ =
1

4π3

CY sinφ

(m∗ + CA)ζ

(U∗
f∗

)2
f∗, (2.21)

f∗ =

√
m∗ + CA
m∗ + CEA

, (2.22)

where CA is the potential added-mass coefficient, and CEA is an “effective” added mass
coefficient due to the transverse lift force in-phase with the body acceleration (CY cosφ):

CEA =
1

2π3

CY cosφ

A∗

(U∗
f∗

)2
. (2.23)

As proposed recently by Morse & Williamson (2009b), if the system is freely oscillating
with a constant amplitude and frequency, the energy into the system must be equal to
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the energy out of the system, which gives

CY sinφ︸ ︷︷ ︸
E∗
in

=
4π3A∗(m∗ + CA)ζ(U∗

f∗

)2
f∗︸ ︷︷ ︸

E∗
out

, (2.24)

where CY sinφ is the transverse lift in phase with the cylinder velocity (Sarpkaya 1977),
representing the normalised energy into the system, E∗in, per cycle (also defined by
Morse & Williamson as the “fluid excitation”).

As noted that the parameter of CY sinφ plays an important role to decide the
direction of energy transfer between the fluid and structure, contour plots of CY sinφ
have been presented in experimental and numerical studies. Gopalkrishnan (1993)
and Hover et al. (1998) reported the contours of transverse lift in phase with velocity
(CY sinφ) and in phase with acceleration (CY cosφ) over a wide range of amplitude
– wavelength plane from a series of experiments at MIT Testing Tank Facility. Hover
et al. (1998) also developed a closed-loop feedback control servo system to simulate VIV
response of free cylinders with “user-defined” mass and damping ratios. Figure 2.23
shows the contours of CY sinφ of forced oscillations of Hover et al. with an overlay of
the amplitude response of “virtual” free vibration at extremely low damping ratio over
the same parametric space. It can be seen that the largest A∗ response values of the
free vibration closely matched the contour of CY sinφ = 0; however, the majority of
the lower branch and the desynchronisation region of the free vibration were observed
in regions of negative fluid excitation (CY sinφ < 0). This phenomenon of negative
energy transfer was also reported in later experimental studies by Carberry et al. (2001);
Carberry (2002); Carberry et al. (2005). Later,Leontini et al. (2006a,b); Leontini (2007)
conducted a series of comprehensive numerical studies on the topics of energy transfer
and prediction of VIV response from driven oscillation results at different low Reynolds
numbers (50 6 Re 6 300) and mass ratios (1 6 m∗ 6 10). Their results indicated that
the VIV response in the periodic regime (the lower branch) was successfully predicted
from sinusoidal driven oscillations, as the amplitude response of free vibration fell in
the positive energy transfer regions of 0 < CE of the driven oscillations. However, the
response results of free vibration in the quasi-periodic (the initial branch) and chaotic
(the upper branch) regimes were situated outside of the positive CE regions of the
driven oscillations.

However, significant progress in predicting VIV response has been made by Morse
& Williamson (2009b). Beside providing extensive force measurement results, Morse &
Williamson also gave an in-depth discussion on the energy transfer of forced-oscillating
cylinders and then demonstrated accurate predictions of the VIV response by using
their contours of the fluid force. In addition, a new concept of energy portraits has
been introduced by Morse & Williamson. An energy portrait is defined as a plot of the
energy of excitation (E∗in) and the energy lost (E∗out) due to the structural damping as
a function of the oscillation amplitude (A∗) with the reduced velocity kept constant.
This concept provides stability and instability solutions for the equilibrium points of
energy transfer as follows:

stable, dE∗/dA < 0, (2.25)

unstable, dE∗/dA > 0, (2.26)

where E∗ = E∗in − E∗out is the net energy transfer from the fluid to the structure.
According to Morse & Williamson (2009b), free vibrations would occur at the stable-
equilibrium points. Figure 2.24 shows the contours of the transverse lift in phase with
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Figure 2.23: Contours of forced-oscillation transverse lift in phase with velocity (CY sinφ)
(–), with an overlay of the amplitude response of virtual free-vibration (∗) and wake mode
regimes of Williamson & Roshko (1988) (· · · ). Re = 3800. Hover et al. (1998).

velocity. The regime of possible free vibration falls inside the regions of CY sinφ = 0
and dE∗/dA < 0. Figure 2.25 shows comparisons of measured and predicted amplitude
response for a freely-vibrating cylinder at low and high m∗ζ values. The predicted re-
sponses are in remarkable agreement with the measured free-vibration responses. These
results demonstrate much better predictions of VIV response than the previous studies,
probably because of high-resolution force measurements and the careful matching of the
experimental conditions between the free vibration and forced oscillation cases (Morse
& Williamson 2009b).
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Figure 2.24: Contours of the transverse lift force in phase with velocity (normalised “fluid
excitation”, CY sinφ), with an overlay of the map of wake modes for Re = 4 000. Boundaries
between the wake modes are indicated by the dashed lines. Morse & Williamson (2009a).
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Figure 2.25: Amplitude response prediction for a freely vibrating circular cylinder at (a)
low mass damping, (m∗ + CA)ζ = 0, and (b) high mass damping (m∗ + CA)ζ = 0.340: ◦,
predicted response from sinusoidally-driven oscillations; •, free vibration response measured
byGovardhan & Williamson (2006). In both cases, m∗ = 10.49. Re = 4 000 for the forced
oscillation case; Re = 4 000 at the peak amplitude for the free-vibration case. Plot from
Morse & Williamson (2009b).
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2.5 Galloping response of a square cylinder

All non-circular cross-sectional structures with fixed flow separation locations may expe-
rience the phenomenon of galloping, due to the aerodynamic forces that are induced by
the transverse movement of the structure. This is referred to as aerodynamic instability
(Blevins 1990). Thus, galloping is categorised as a type of movement-induced excitation
(MIE) (Naudascher & Rockwell 2005). A typical example that has potential to experi-
ence galloping instability is an iced-coated electric transmission cable in winter winds
(Den Hartog 1932, 1956). As illustrated in Figure 2.26 (a), a plain circular cylinder,
moving downwards with velocity ẏ, is subjected to a free stream U∞, and the effec-
tive flow velocity, with an angle of ϕ relative to the free stream, is Urel =

√
U2∞ + ẏ2.

Consequently, the resultant force FR is always in the same direction of the effective
relative flow Urel. Therefore, the upward component of this force will be opposite to
the cylinder’s motion, which damps the cylinder’s motion and denies the possibility of
movement-induced vibration. In contrast, an ice-coated cable shown in Figure 2.26 (b)
modifies its cross-sectional geometry, which may result in an instantaneous force com-
ponent Fy in the same direction of the cable velocity. In this scenario, vibration of the
cable will be strengthened, leading to galloping phenomenon with large oscillation am-
plitudes. Unlike vortex-induced vibrations with their oscillation amplitudes limited to
the order of magnitude of one cylinder diameter over a relatively small discrete range of
flow velocity (Corless & Parkinson 1988), galloping is not self-limited. Comparatively,
much larger amplitudes can be built up in galloping oscillations, having been observed
to be as much as 100 times the diameter of the structure for some ice-coated transmis-
sion cables, but their frequencies are normally found to be much lower than the vortex
shedding frequency (i.e. f∗ � 1/(2π)) (Corless & Parkinson 1988).

(a)

(b)

U∞

Urel

ẏ
ϕ

ϕ

Fy

Fx

FR

U∞

Urel

ẏ
ϕ

Fy

Fx

FR

Figure 2.26: Cross-flow galloping of an ice-coated cable. (a) Force components on a plain
circular cylinder. (b) An ice-coated circular cylinder. Note that the bodies (cables) are
moving downwards with a velocity of ẏ.

Extensively work has been undertaken on galloping of non-circular cross-sectional
structures, particularly on the cross-flow galloping of a rigid square cylinder, since Den
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Figure 2.27: Cross-flow galloping model of a square cylinder. At the instant, the square
cylinder is moving downwards with velocity ẏ.

Hartog (1932) first proposed his stability criterion (well known as the Den Hartog
criterion) to estimate the susceptibility of a section to cross-flow galloping in a wind
flow. Figure 2.27 shows a spring-mounted square cylinder model adopted from Blevins
(1990) for the Den Hartog criterion analysis. At a time instant, the effective flow
relative to the square cylinder moving downwards has an angle of incidence given by

ϕ = arctan
(
ẏ/U∞

)
, (2.27)

where ẏ = dy/dt is the cylinder moving velocity transverse to the free stream. The
steady fluid dynamic forces on the square cylinder are the drag force component (FD)
in the same direction as the effective flow, defined by

FD =
1

2
ρU2

relDLCD, (2.28)

and the lift force component (FL) in the direction normal to the effective flow, defined
by

FL =
1

2
ρU2

relDLCL, (2.29)

where CD and CL are the drag and lift coefficients with respect to the effective flow,
respectively. Therefore, the resultant cross-flow lift force Fy can be determined by

Fy = −FL cosϕ− FD sinϕ =
1

2
ρU2
∞DLCy , (2.30)

where Cy is the transverse lift force coefficient, given by

Cy = −U
2
rel

U2∞

(
CL cosϕ+ CD sinϕ

)
. (2.31)

As shown in Figure 2.27, the stability of the system can be assessed by analysing
the variation of lift Fy with respect to ϕ. If dFy/dϕ > 0, the upward fluid force Fy
will increase for negative ϕ and decrease for positive ϕ, which means ∆Fy and ∆ẏ will
be in the same direction, potentially resulting in galloping. Otherwise, if dFy/dϕ < 0,
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∆ẏ will be in the opposite direction, and hence the vibrations will be damped by Fy.
Thus, the criterion for dynamic stability given by Den Hartog (1956) is as follows:

dFy
dϕ
' −

(dFL
dϕ

+ FD

)
< 0, stable. (2.32)

dFy
dϕ
' −

(dFL
dϕ

+ FD

)
> 0, unstable (2.33)

For small values of ϕ, the relative flow speed can be approximated to the free stream
velocity as Urel ' U∞, and Eq.(2.31) can be expanded using Taylor’s series expansion:

Cy(ϕ) ' Cy|ϕ=0 +
∂Cy
∂ϕ

∣∣∣
ϕ=0

·ϕ. (2.34)

Differentiating the above Eq. (2.34) yields

∂Cy
∂ϕ

∣∣∣
ϕ=0

= −
(∂CL
∂ϕ

+ CD

)
ϕ=0

, (2.35)

which implies that the square cylinder model will be unstable if

∂Cy
∂ϕ

> 0, (2.36)

or equivalently
∂CL
∂ϕ

+ CD < 0. (2.37)

In other words, a section is dynamically unstable if the negative slope of the lift curve is
greater than the ordinate of the drag curve, as Den Hartog (1932) states. On the other
hand, the square cylinder will be stable if ∂Cy/∂ϕ < 0.

Assuming a one-DOF linear mass-spring-damper system, the governing equation of
motion is

mÿ + 2mζωnẏ + ky = Fy =
1

2
ρU2
∞DLCy, (2.38)

where ζ is the structural damping ratio, and ωn is the angular natural frequency of the
system. Substituting Eq. (2.34) into Eq. (2.38) gives

mÿ + 2mωn

(
ζ − ρU∞DL

4mωn

∂Cy
∂ϕ

∣∣∣
ϕ=0

)
ẏ + ky = Fy =

1

2
ρU2
∞DLCL|ϕ=0. (2.39)

Thus, the equivalent structural damping ratio is the sum of the structural and aerody-
namic components, given by

ζE = ζ − ρU∞DL
4mωn

∂Cy
∂ϕ

∣∣∣
ϕ=0

. (2.40)

When ζE > 0, the equivalent structural damping is positive, and the system is stable.
Otherwise, when ζE < 0, the equivalent structural damping is negative leading to
amplitude growth, and thus the system becomes unstable. The critical reduced velocity
U∗crit for the onset of galloping instability can also be determined by setting ζE = 0:

U∗crit =
Ucrit
fND

=
4m(2πζ)

ρD2L

/
∂Cy
∂ϕ

, (2.41)
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where Ucrit is the critical free stream velocity, and fN = ωn/(2π) is the natural frequency
of the system. If the flow velocity exceeds the critical velocity threshold, the energy
transferred from the flow to the structure at the rate of Fyẏ overcomes the energy
dissipated by the structural damping, which will lead to unstable galloping oscillations.

To predict the critical velocity threshold and the response of galloping of a square
cylinder, quasi-steady theory has been developed and implemented in wind tunnel ex-
periments by Parkinson & Brooks (1961); Parkinson & Smith (1964), after its idea was
firstly introduced by Den Hartog (1932). In this quasi-steady theory approach, the
instantaneous transverse aerodynamic force Fy acting on the square cylinder moving
downwards with velocity ẏ during its oscillation cycle in the presence of flow velocity U∞
is approximated to that measured on a stationary cylinder placed at the corresponding
physical angle of attack of α = arctan(ẏ/U∞) with a flow velocity of Urel. Therefore,
the aerodynamic force coefficient, Cy, of the stationary cylinder is a function of α, and
can be approximated by a polynomial in ẏ/U∞ as

Cy =

p∑
i=1

ai
( ẏ

U∞

)i
= a1

ẏ

U∞
+ a2

( ẏ

U∞

)2
+ a3

( ẏ

U∞

)3
+ · · ·+ am

( ẏ

U∞

)p
. (2.42)

As suggested by Parkinson & Smith, this polynomial approximation requires at least a
seventh degree solution for a close result, because of five significant changes of curvature
in the particular range of 16◦ < α < 16◦. Therefore, Eq. (2.42) is rewritten as

Cy = a1
ẏ

U∞
− a3

( ẏ

U∞

)3
+ a5

( ẏ

U∞

)5 − a7

( ẏ

U∞

)7
, (2.43)

where a1, a3, a5 and a7 are positive constants. According to Eq. (2.41), the critical
reduced velocity required for the onset of galloping can be determined by

U∗crit =
4πζ

na1
, (2.44)

where n = ρD2L/(2m) = 1/(2m∗) is the mass parameter.

Figure 2.28 shows the transverse lift force measurements of Parkinson & Smith
(1964) on a stationary square cylinder at different angles of attack, along with a seventh-
degree polynomial approximation. Similar measurements at different Reynolds numbers
have also been reported by Bearman et al. (1987), Luo & Bearman (1990), and Norberg
(1993). With the obtained polynomial parameters (a1, a3, a5 and a7), Parkinson &
Smith, following the method of Krylov & Bogoliubov (Minorsky 1962), resolved the
differential governing equation of motion, Eq. (2.38), and then successfully predicted
the galloping response for square cylinders freely vibrating in wind tunnel, including
the amplitude response, the critical reduced velocity for the onset of galloping, and a
hysteresis phenomenon shown in Figure 2.29.

Subsequently, the quasi-steady was further developed by researchers. Novak (1969,
1972) extended Parkinson & Smith’s quasi-steady model to other prismatic structures.
Novak & Tanaka (1974) and Bearman et al. (1987) investigated the effect of turbulence,
finding that the shape of the Cy versus α curve is influenced significantly by the tur-
bulence level. Corless & Parkinson (1988) proposed a model to describe the combined
effects of vortex-induced vibration and galloping. Luo et al. (2003) studied numerically
the hysteresis phenomenon in the galloping oscillation of a square cylinder, and revealed
that the hysteresis phenomenon is related to the inflection in the curve of Cy versus α
of the stationary body.

36



2.5. Galloping response of a square cylinder

0

0.2

0.4

0.6

0.8

0
◦

4
◦

8
◦

12
◦

16
◦

Cy

α

Figure 2.28: The mean of the transverse lift coefficient, Cy, plotted against the angle of
attack α for a square cylinder at Re = 22 300. Solid circles are experimental data, and
the solid line is the polynomial approximation with a1 = 2.69, a3 = 168, a5 = 6270 and
a7 = 59 900. (Parkinson & Smith 1964).
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Figure 2.29: Amplitude response of a square cylinder experiencing galloping. —, Theoret-
ical stable limit cycle; −−, theoretical unstable limit cycle; ×, ζ = 0.00107; ◦, ζ = 0.00196;
4, ζ = 0.00364; O, ζ = 0.00372; +1, ζ = 0.0012; +2, ζ = 0.0032; Reynolds number range of
Re = 4 000 – 20 000; the mass parameter n = 1/(2m∗) = 4.3 × 10−3. Plot reproduced from
Parkinson & Smith (1964).
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Furthermore, the limitations of quasi-steady theory have also received extensive
attention. A basic requirement given by Parkinson & Smith for the quasi-steady the-
ory to be appropriate is that the Strouhal frequency should be appreciably higher
than the natural frequency of the system. This arises from the fact that a square
cylinder can experience both phenomena of galloping and vortex-induced vibration if
the vortex shedding frequency is close to the natural frequency of the system. In
fact, significant interaction effects of galloping and vortex-induced vibration, having
been reported by Sullivan (1977); Wawzonek (1979); Bearman et al. (1987); Corless
& Parkinson (1988), makes the quasi-steady theory developed for galloping as inap-
plicable. Therefore, conditions are required to separate the two phenomena for indi-
vidual consideration. A number of studies, including Blevins (1977, 1990); Bearman
et al. (1987); Parkinson (1989); Päıdoussis et al. (2010), have indicated that the quasi-
steady is applicable if a elastically-mounted square cylinder is placed in a flow with
sufficiently high reduced velocity. Blevins (1977) proposed a criterion for the applica-
bility of the quasi-steady theory that the vortex shedding frequency must be at least
twice as large as the natural frequency. Assuming the Strouhal number St = 0.2,
this criterion was translated to be 2(U∞/(fStD)) 6 U∞/(fND), giving a requirement
of U∗ = U∞/(fND) > 10. However, this requirement was then revised by Blevins
(1990) to U∗ = U∞/(fND) > 20, without further detailed explanation. Bearman
et al. (1987), based on their investigation on the interaction of vortex shedding and
galloping, concluded that galloping response of square cylinders can be predicted by
the quasi-steady theory for U∞/(2πfND) > 4(2πSt)−1 ' 5, which is translated to be
U∗ = U∞/(fND) > 10π. According to these criteria, the threshold reduced velocity for
the applicability of the quasi-steady theory trends to be U∗ > 30.

2.6 Summary of the review and the questions for research

The preceding review of the literature has concentrated largely on the fundamental
characteristics of flow-induced vibration of circular and square cylinders. It is apparent
that a large body of research has been undertaken to investigate transverse vortex-
induced vibration of a circular cylinder, and transverse galloping of a square cylinder.
However, several questions remain as highlighted by the following list:

1. As the results of circular cylinders forced to oscillate sinusoidally have shown some
remarkable similarities to the freely-vibrating cylinder cases, one might expect
that as if the body motions were identical, and therefore the forces on the body,
the phases, and thus the energy transfer and the wake modes would also be
identical (Carberry 2002). Therefore, the first question for investigation is arisen
below:
What are the similarities and differences between free and forced vibrations of a
circular cylinder in a three-dimensional flow?

2. The literature has shown that a square cylinder at zero angle of attack is sus-
ceptible to both galloping and vortex-induced vibration, as the body has fixed
flow separation points and an appreciable afterbody. Extensive research has been
undertaken to characterise the galloping response of a square cylinder at zero
angle of attack. However, much less research attention has been given to the
other symmetric orientation at 45◦, the diamond orientation. Compared with a
circular cylinder, a diamond cylinder has similar afterbody and locations of flow
separation points, and then it would be expected to experience vortex-induced
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vibration over a similar reduced velocity range as the circular cylinder. Therefore,
the second question for research is arisen below:
What body-oscillator phenomenon does a diamond cylinder experience over a re-
duced velocity range of 0 < U∗ < 18 where circular cylinders have been seen
undergoing vortex-induced vibration?

3. If a diamond cylinder would experience VIV over 0 < U∗ < 18, one might ex-
pect the body to undergo transitions of the body-oscillator phenomenon between
galloping of VIV, as the angle of attack is varied from 0◦ to 45◦. Of particular
interest in this study, the third question for research is therefore arisen below:
How does the angle of attack vibration influence the vibration response of a square
cylinder?

To answer these questions, experimental investigations are therefore required to
expand understanding of FIV of circular and square cylinders. The experimental in-
vestigations will be divided into two major components: VIV of circular cylinders, and
FIV of square cylinders. Firstly, VIV of a circular cylinder with low mass and damping
ratio will be characterised and then directly compared with the cases of the body forced
to follow the trajectories of the free vibration and sinusoidal functions. Secondly, FIV
of a square cylinder with angle of attack variation will be investigated over a range of
reduced velocity.
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Chapter 3

Experimental Methodology

3.1 Introduction

This chapter outlines the experimental facilities and apparatus, techniques and pro-
cedures used to acquire the data to be presented in the future chapters. The chapter
begins with an description of the water channel facilities in §3.2. Details of the air bear-
ing rig used for free FIV experiments are presented in §3.3, followed by details of the
motion control system used for forced oscillations in §3.4, where fundamentals of PID
control algorithm and components of the control system used are given. The circular
and square cylinder models used are described in §3.5. Furthermore, §3.6 presents the
primary devices and techniques employed to record the quantitative experimental mea-
surements for analysis, which include linear displacement measurement using a linear
variable differential transformer (LVDT), rotary measurement using an optical encoder,
force measurements using strain gauges, temperature measurement using a resistance
temperature detector (RTD), and flow visualisation using particle image velocimetry
(PIV) technique. A brief description is followed in §3.7 to explain the experimental
procedures to measure a free FIV system’s parameters such as the natural frequencies,
and the structural damping ratio. Lastly, the chapter concludes with a summary of the
experimental methodologies.

3.2 Flow system

The experiments were conducted in the recirculating free-surface water channel of
FLAIR in the Department of Mechanical and Aerospace Engineering at Monash Uni-
versity, Australia. Schematic views and a photograph of the water channel facilities are
shown in Figure 3.1. The closed-loop water flow is driven by a centrifugal pump system.
The flow is conditioned by upstream combined sections of vane, mesh, settling chamber,
honeycomb and fine mesh, before it proceeds through a three-dimensional contraction
section (ratio of 3:1). The test section locates in between an upstream contraction
section and a downstream diffuser, and its interior dimensions measure 4 m in length,
0.6 mm in width, and 0.8 mm in depth. The transparent glass walls of the test section are
supported on steel frames, which allows flow visualisation imaging. The free-stream ve-
locity in the test section can be varied continuously in a range of U∞ = 0.048−0.456 m/s
corresponding to the pump frequency range of fP = 5.00 − 50.00 Hz. The pump fre-
quency was programmed and controlled via software LabVIEWTM. Due to the up-
stream combined conditioning and contraction sections, the free-stream turbulence level
in the test section was reduced to less than 1%. More characterization details of the
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Figure 3.1: Schematic views and a photograph of the water channel facility.
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water channel have been reported by Leweke (2002). The free-stream velocity was eval-
uated using two non-intrusive techniques: particle image velocimetry (PIV) and laser
Doppler velocimetry (LDV). The PIV evaluation method was normally used along with
the wake structure measurements, while the LDV evaluation method was used for a se-
ries of free-stream velocities at different pump frequencies. Figure 3.2 shows a LDV
measurement of the free-stream velocity varying with the pump frequency at a water
level height of 780 mm. The results showed that the free-stream velocity U∞ varied lin-
early with the pump frequency fP , and thus U∞ in the automated-pump experiments
was evaluated based on the linear fitting equation.
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Figure 3.2: LDV measurement of the free-stream velocity (U∞) varied with the pump fre-
quency (fP ) of the water channel (with a water level height of 780 mm).

3.3 Air bearing system

To investigate fundamental behaviors of VIV of a circular cylinder with low damping
ratio, researchers have experimentally modeled the fluid-structure system on air bear-
ings to achieve extremely low-friction and precise linear motion (see Feng 1968; Khalak
& Williamson 1996; Govardhan & Williamson 2000; Branković 2004; Klamo 2007). In
the present study, such an air bearing system was built in conjunction with the water
channel facilities to characterize free FIVs of a circular/square cylinder. Figure 3.3
schematically shows the experimental arrangement of the air bearing rig, and the laser
and camera of the PIV (particle image velocimetry) system.

Figure 3.4 shows a photograph of the air bearing system used in the present study.
This air bearing system utilized four commercial porous carbon media air bushings
(Model: S302502) from NEWWAY® Air Bearings, USA. The air bushings were in-
dividually mounted in four aluminium pillow blocks which were supported on top of
a fine machined aluminium base frame. The base frame measured 208 mm in width,
800 mm in length and 16 mm in thickness, and it had four screw-threaded pads at the
corners allowing the vertical height adjustment. A digital inclinometer and a digital
angle measurement device (both had a resolution of 0.05◦) were used to ensure that
the system was horizontally placed and transverse to the free-stream direction. To re-
duce the system’s mass, two light carbon fiber tubes (measured 700 mm and 600 mm
in length respectively, and both had a wall thickness of 1.5 mm), clamped by an alu-
minium cross carriage in the middle, were used as moving guide shafts passing through
the air bearings. The shafts yielded a total stroke length of 160 mm, which provided
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Figure 3.3: Experimental arrangement for free FIV of a cylindrical body

enough space for the movement of FIV. Given a recommended diameter tolerance of
�25.00000.0000

0.0076 mm for the guide shafts, the original thicker carbon fiber tubes were fine
polished down by machine to obtain a tolerance of 10µm. In application, the alignment
of the parts was found crucial to achieve extremely low friction for the system, as the
shafts’ straightness played an important role. Pains were taken to made the straight
and precise guide shafts with the required lengths. The performance of porous media
air bearings also required proper quality air flow without dirt, oil, water, and other
foreign materials, thus the compressed air supply was conditioned by a general-purpose
filter, an air dryer, and then a pressure regulator with gauge. The outlet pressure read
on the regulator gauge was approximately 90 PSI for the present set-up.

Fundamentally, an air bearing is a non-contact system where a pressurized air flow
is supplied through to form a thin film that acts as lubricant between the solid surfaces
in relative motion. In terms of the technology to control the air flow to form the fluid
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Figure 3.4: The air bearing system transversely placed on top of the water channel

film, there are two typical types of air bearings: orifice type and porous media type,
as schematically shown in Figure 3.5. The orifice air bearings have been implemented
in engineering since 1820s, while the porous media air bearings were developed later
in 1960s to overcome some disadvantages of the orifice air bearings. For example, as
pressurized air flow goes through the orifice it expands and so its pressure drops as
it flows across the face of bearing resulting in variances of pressure in the air gap,
which might cause the system to be unstable or vibrate; while, as for porous media air
bearings, the pressurized air flow evenly bleeds through the porous layer and distributes
even pressure on the entire bearing face resulting in a more uniform pressure in the air
gap. With this significant advantage, porous media type air bearings were selected for
the present experimental rig.

The stiffness of the oscillating parts on the air bearings was given by a number
of extension springs as shown in Figure 3.4. The springs were horizontally attached
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Figure 3.5: Schematic of orifice and porous media air bearings

from the center of the cross carriage’s sides to a pair of posts fixed on the base plate’s
longitude center line, which constrained the springs to extend in the same direction
as the shafts’ movement. These springs (Model: LE014B13S, Lee Spring, UK) were
made of stainless steel, and each had an outside diameter of D = 4.775 mm, a wire
diameter of d = 0.355 mm, a number of counting coils of N = 151.9, and a free length
of Ls = 63.50 mm. The individual spring constant was estimated to be k ≈ 0.01 N/mm,
according to the following equation:

k =
Gd

8C3N
, (3.1)

where G is the shear modulus of the material, and C = D/d is the spring index
(Budynas & Nisbett 2008).

m m
Reduction

k1

k2

keq

Figure 3.6: Reduction of one-pair-spring-one-mass system to an equivalent single-spring-
mass system.

Since the system is a one-pair-spring-one-mass arrangement, this pair of springs act
in parallel, thus the system can be reduced to an equivalent single-spring-mass system,
as illustrated in Figure 3.6. Hence the equivalent spring constant of the system is given
by Eq. (3.2) (Inman 2008):

keq = k1 + k2. (3.2)

It should be noted that the system’s stiffness could be adjusted by adding the number
of spring pairs when excessive extra weights were applied to achieve high mass ratio
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values, and the system’s stiffness was then to be adjusted to keep the natural frequency
in a certain range to ensure the investigated free-stream velocities were within the water
channel’s capacity.

Furthermore, the test cylinder was vertically adapted to a force balance sting that
was coupled with the carriage of the air bearing system. Additionally, a friction-free
linear displacement sensor (LVDT) was placed on top of one pair of pillow blocks. More
details of the force balance and the displacement sensor will be presented later in § 3.6

The basic moving parts of the air bearing system, excluding the cylinder model,
comprised the carbon fiber guide shafts, the force balance sting, the carriage, the LVDT
core and its supporting structures. The mass of these components was measured of
575.6 g in total. This air bearing system had a capacity of extra weights up to 6000 g,
which could be added on top of the carriage to give the system a mass ratio range of
0.95 6 m∗ 6 15 depending on the properties of the test cylinder model. The structural
damping ratio and natural frequency of the system were experimentally measured by
free decay tests, and examples will be reported later in § 3.7.1.

3.4 Motion control system

In order to replicate the motion time traces obtained from free FIV, a digital closed-
loop motion control system was designed by the author. An overall diagram of this
control system is illustrated in Figure 3.7. In this system, the intelligent tasks, such as
time-dependent position “profiling”, numeric calculating, and digital triggering to other
devices and systems, were performed by a hardware-in-the-loop (H.I.L) control board
(Model: Q4, Quanser Inc., Canada) embedded in a PC desktop (Intel® CoreTM Quad
CPU Q6600 2.4 GHz, 4 G RAM, Microsoft WindowsTM XP Professional) which was
running on a combined software platform of MATLAB R2010a, Simulink and Real-Time
Windows TargetTM (MathWorks®), and QUARC® 2.1 (Quanser Inc., Canada). The
motion plant consisted of a digital servo drive (Model: DPRANIE-015A400, Advanced
Motion Controls, USA), a brushless DC rotary motor (Model: SM231AL-NMSN, Parker
Hannifin, USA) with high resolution incremental encoder feedback device (5000 pulses
per revolution or 20,000 counts per revolution post quadrature) attached to a linear
ball-screw actuator (12.7 mm in lead and 150 mm in stroke, Model: ERS50-B02LA20-
FSR150-A, Parker Hannifin, USA). Figure 3.8 shows the experimental set-up of the
motion control rig.

Fundamentally, as shown in the block diagram of Figure 3.9, the motion controller
generates a time-dependent function as the desired motion profile reference R(t), de-
codes the plant’s actual output position Y (t) fed back from the encoder attached to
the motor shaft every sampling period Ts, and then calculates the difference between
the desired position and the actual position as error, e(t) = R(t) − Y (t), assuming
the feedback has a unit gain. As it is the objective of the control system to keep the
position error to a minimum at all times, which guarantees that the actual position
tracks the desired trajectory accurately, the position error e(t) is to be amplified and
compensated by a PID controller, whose output, u(t), is then converted periodically
by a digital-to-analog converter (DAC) into ±10 V DC analog command signals to the
servo drive. The servo drive works as an amplifier converting the low-power ±10 V DC
command signals into a high-power source, and it provides current, I(t), to drive the
brushless DC servo motor.

47



Chapter 3. Experimental Methodology

PC
Desktop

Quanser
Q4 H.I.L

Board

AMC
Digital

Servo Drive
Motor

3 : 1
Gearbox

Linear
Actuator

Encoder

Digital I/O
Interface

b

Digital I/O
Interface

Emergency
Stop

Home&Limit
Switches

TTL Triger Timing
Controller

Pulsed Lasers

Camera

Real-Time Motion Control System

Particle Image Velocimetry (PIV) System

Figure 3.7: Diagram of Quanser Q4 H.I.L motion control system elements

Linear Actuator

?

Force Balance�

Force Balance Signal Wires�

Servo Motor�

Feedback Cable�

Power Cable@
@I

Figure 3.8: A photograph showing the motion control rig used for forced oscillation exper-
iments.

3.4.1 PID controller and controller tuning

Proportional-Integral-Derivative (PID) feedback control algorithm was first described
by Callender et al. (1936). Due to its simplicity, effectiveness and robustness, PID
controller has been widely implemented in various industrial processes, such as ser-
vomechanic control, flight control, temperature control, and other control systems. It
involves tuning the proportional, integral and derivative terms (also referred to as gains)
to compensate the feedback error to produce a control signal to optimize the system’s
stability, response speed, and accuracy. The differential equation for the PID controller
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Figure 3.9: A block diagram of a closed-loop motion control system

output in time domain is given by

u(t) = KP e(t) +KI

∫
e(t)dt+KD

de(t)

dt
. (3.3)

The proportional gain (KP ) is analogous to the spring constant in a damped oscillatory
system, whose action controls the natural frequency of the system. The integral gain
(KI) processes the accumulation of past errors over time, and it is to reduce the steady
state error to minimum. Lastly, the derivative gain (KD) is analogous to the damping
factor of the oscillatory system, and its action contributes to the prediction of future
errors, and improves the system’s stability.

The difficulty of modelling a system represented by a differential equation as a block
diagram can be algebraically simplified by using the Laplace transformation (Nilsson,
J.W. and Riedel 1996). The Laplace transformation for a function of time, f(t), is
defined by

F (s) =

∫ ∞
0−

f(t)e−stdt = L[f(t)]. (3.4)

The inverse Laplace transform, which allows us to find f(t), is given by

f(t) = L−1[F (s)] =
1

2πj

∫ σ+j∞

σ−j∞
F (s)e+stds. (3.5)

Thus, the transfer function of a PID controller can be written as

Gc(s) = KP +
KI

s
+KDs =

KDs
2 +KP s+KI

s
. (3.6)

Typically, the transfer function of a DC servo motor system under position control
is written in terms of the time constants of the servo motor system as

Gp(s) =
1
Ke

s(τms+ 1)(τes+ 1)
, (3.7)

where Ke is the electrical constant of the motor, τm is the total mechanical time of the
servo system, and τe is the total electrical time of the servo system. These specification
parameters of the motor used can be easily found in the data sheet provided by the
manufacturer.

The performance of a control system is typically characterized by its response to a
time-dominant step input, as illustrated in Figure 3.11. The response speed is measured
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Figure 3.10: Block diagram of a PID servo position control system
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Figure 3.11: Step response of a control system

by the rise time tr and the peak time tp. The rise time is the time at which the actual
response first reaches the desired response level. The peak time is the time at which
the actual response reaches its maximum peak value. The settling time, ts, is defined
as the time required for the system to settle within a certain percentage δ of the input
amplitude (Bishop & Dorf 2011). The accuracy of the actual response following the
desired response is characterized by the parameters of the percent overshoot P.O., the
settling time ts and the steady-state error ess. The percent overshoot is defined as

P.O. =
Mp − fv

fv
× 100% (3.8)

for a unit step input, where Mp is the maximum peak value of the actual response, and
fv is the final value of the response (Bishop & Dorf 2011). The steady-state error is
defined by

ess = lim
t→∞

e(t), (3.9)

or in a form of Laplace transform as

ess = lim
s→∞

sE(s). (3.10)
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Closed-
Loop

Response
Rise Time Overshoot

Settling
Time

Steady-
State
Error

Stability

Increasing
KP

Decrease Increase
Small

Increase
Decrease Degrade

Increasing
KI

Small
Decrease

Increase Increase
Large

Decrease
Degrade

Increasing
KD

Small
Decrease

Decrease Decrease
Minor

Change
Improve

Table 3.1: Effects of increasing independent PID controller parameters on the step response
(Bishop & Dorf 2011; Ang et al. 2005).

Controller Type KP KI KD

P 0.5KU - -

PI 0.45KU 0.54KU/TU -

PID 0.6KU 1.2KU/TU 0.6KUTU/8

Table 3.2: PID controller gain tuning using Ziegler-Nichols frequency response method
(Bishop & Dorf 2011).

The PID gains individually have different effects on the system’s performance. Ta-
ble 3.1 describes the effects of increasing an individual gain on the transient response of
the system. Thus, designing a PID system design requires trade-off between tracking
accuracy and stability. There are many methods available to determine the PID gains
to achieve acceptable performance of the system (see Åström & Hägglund 2006). The
process of determining the PID gains is also referred to as PID tuning. Two classic
methods for PID tuning, developed by (Ziegler & Nichols 1942), are known as the step
response method and the frequency response method. In the present study, the servo
system was first tuned using the Ziegler-Nichols frequency response method to achieve
the basis of the PID gains for further fine tuning. The Ziegler-Nichols frequency re-
sponse approach is to first set KI = 0 and KD = 0. The proportional gain KP is then
gradually increased from zero value until it reaches the ultimate gain, denoted by KU ,
at which the point of marginal instability is reached where the output of the closed-
loop system presents periodic oscillations with a constant amplitude. The oscillation
period is referred to as ultimate period, denoted by TU , is then measured to determine
the PID gains according to the equations given in Table 3.2. For Kp < KU , the oscil-
lation amplitudes decay with time, and the system is stable. On the other hand, for
KU < KP , oscillation amplitudes increase with time, and the system is unstable, which
is undesired in applications. After obtaining the basis of the PID gains, manual fine
tuning was followed to achieve acceptable PID gains for the system, according to the
effects of the gains described in Table 3.1.

Figure 3.12 shows the results of PID tuning of the system response to a pulse
signal. Given an input pulse train signal with the amplitude of 1 mm (approximately
1575 counts) and frequency of 1 Hz, with the PID parameters set at KP = 1.2, KI =
0.0001 and KD = 0.0033, respectively, the raise time of the response was found to be
20 ms, the over shoot was less than 0.3%, and the steady-state errors were within 4µm.
These PID gain values were implemented in the future forced oscillation experiments.
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Figure 3.12: Step response of PID experimental tuning. (a) shows the time traces of both
the input pulses with the amplitude of 1 mm and frequency of 1 Hz (as step signals) and
response. (b) shows the first 0.1 s (or 100 ms) of the time traces. (c) shows the error time
trace, and (d) shows the first 0.1 s of the error time trace.

Figure 3.13 shows the test results of the system tracking a sinusoidal input signal (with
the amplitude of 25 mm and frequency of 1 Hz) and a motion trajectory replicated
from a real VIV experiment of a circular cylinder with a diameter of 25 mm. The
results indicate that the system was able to track the given input signals smoothly
and accurately. The errors were found to be within 10µm, which was approximately
0.0004D of the circular cylinder.
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Figure 3.13: Time trace of real-time motion tracking. Black dot-dashed lines represent the
motion trajectory reference,and the solid lines represent the actual motion tracking response.
(a) shows the time trace of tracking a built-in sinusoidal oscillation function with the ampli-
tude of 25 mm and the frequency of 1 Hz, and the motion tracking errors are shown in (b);
(c) shows the time trace of tracking an amplitude response of VIV of a circular cylinder of
D = 25 mm at U∗ = 5.0 and m∗ = 2.64, and the tracking errors are shown in (d).
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3.5 Cylinder models

During the candidate’s PhD study, a number of rigid smooth circular and square cross-
sectional cylinders were used as the experimental models. Specifications of the cylinder
models are provided in Table 3.3.

Body
Cross-

Sectional
Shape

Material
Diameter (D)
or Side Width

(W )

Total
Length
(Ltotal)

Immersed
Length

(L)

L/D
or

L/W

I Circular
Carbon
Fiber

D = 25 mm 865 mm 778 mm 31.1

II Circular
Carbon
Fiber

D = 25 mm 700 mm 620 mm 24.8

III Circular
Carbon
Fiber

D = 40 mm 700 mm 620 mm 15.5

IV Circular
Carbon
Fiber

D = 40 mm 865 mm 778 mm 19.5

V Square Aluminium W = 25 mm 865 mm 778 mm 31.1

VI Square Aluminium W = 25 mm 700 mm 620 mm 24.8

Table 3.3: Geometric parameters of the rigid smooth cylinder models used in the present
study.

The circular cylinders were made of carbon fiber tubes having an outside diameter
of D = 25 or 40 mm and a wall thickness of tw = 1.5 mm. The square cylinders were
made of aluminium tubes having an outside width of W = 25 mm and a wall thickness
of tw = 1.6 mm. Both the circular and square cylinders had two length configurations,
depending on the end condition whether was free end or platform control, as shown in
Figure 3.14. The aspect ratios ranged from AR ≈ 15.5 to AR ≈ 24.5, and the blockage
ratios ranged from 4.2% to 6.7%, depending on the geometric dimensions of the body.

The platform, having a top plate of 500 mm × 500 mm × 5 mm, was designed as
an end condition control for the shorter cylinders (with Ltotal = 700 mm described in
Table 3.3) to promote parallel vortex shedding, and to reduce the effect of boundary
layer associated with the water channel floor. This platform end conditioning technique
was used in series of experiments on VIV of a circular cylinder conducted by C.H.K
Williamson’s group [see Khalak & Williamson (1996); Govardhan & Williamson (2000);
Morse et al. (2008) for more details] at Cornell University. As described in Khalak &
Williamson (1996), a platform placed close (0.04D) to the free end of the cylinder works
effectively as the technique using an end plate attached to the cylinder to promote
parallel vortex shedding. Beneficially, it does not introduce unwanted extra weight and
fluid forces on the body. A second method used to promote parallel vortex shedding is
to give the cylinder a relatively small gap of approximately 2 mm between the cylinder
free end and the water channel floor. This method was used in Branković (2004). More
discussion on effect of the end condition on VIV of a circular cylinder has been reported
by Morse et al. (2008). However, the effect of end condition on FIV of a bluff body was
not a particular focus in the present study.

Furthermore, each cylinder model had a transparent window section made of acrylic
material allowing laser sheet to illuminate through for the near wake measurements
using PIV. The top of the cylinders was fitted with an aluminium adapter to the force
balance sting. For the square cylinders, in particular, the adapter allowed adjustment
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Figure 3.14: A schematic showing dimensions of the cylinder models

the cylinder’s angle of attack with respect to the free stream flow, as schematically
shown in Figure 3.15. The angle of attack values were set up using a digital angle
measurement device with a resolution of 0.05◦.

3.6 Experimental measurement systems

3.6.1 Data acquisition (DAQ) system

The quantitative variable measurements in the experiments included the free-stream
velocity (U∞) and the water’s temperature (Tw) for the reduced velocity and Reynolds
number calculation, the cylinder’s linear displacement (y), the resulting hydrodynamic
lift (Fy) and drag (Fx) forces, and the TTL triggering signals to the PIV system.
These measurements were conducted simultaneously using a data acquisition (DAQ)
system consisting of a National InstrumentsTM BNC-2110 connector block interfaced
with a PCI-6221 (37pin) DAQ board which was embedded in the same PC desktop
as used in the motion control system (refer to the early § 3.4 for more details). This
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U∞

α

k c

y
x

Fy

H

Figure 3.15: Schematic showing the square cylinder with variable angle of attack, α, allowed
to freely oscillating in the transverse direction, y, to the oncoming flow, U∞ in the stream-wise
direction x. The body is mounted on air bearings and elastically constrained with springs
to provide k, the system spring constant, and c, the structural damping. Note that the
characteristic length, H, adopted in this study is the projected length of the cross-section
normal to the oncoming flow.

DAQ system provided eight channels of ±10 V DC analog input and two channels of
±10 V DC analog output with a 16-bit resolution, and two 32-bit digital counters. The
maximum sampling frequency of this DAQ system could go as fast as 250 kHz; however,
most experimental measurements were sampled at 100 Hz whose Nyquist frequency was
more than 20 times higher than that of FIV system. The data sampling and recording
of the measurements were controlled via customised LabVIEWTM 8.5 VI programs,
while the data post processing and analysis were performed using MATLAB® codes.

3.6.2 Linear displacement measurement

The linear displacement of the cylinder in the air bearing system was measured using
a non-contact magnetostrictive linear variable differential transformer (LVDT).

Magnetized Core

Primary Coil

Secondary Coil A Secondary Coil B

AC

VA VB

Vout = VA − VB

Figure 3.16: A diagram showing LVDT circuit.
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Typically, a LVDT consists of a coil assembly secured in a cylindrical stainless steel
housing, and a solid cylindrical core unit. The coil assembly comprises a primary wind-
ing and two secondaries symmetrically wound to the centred primary. The electrics
input and output (I/O) and signal conditioning modules are also built inside the cylin-
drical housing, so the coil assembly is usually the stationary element of the sensor. On
the other hand, the core is an armature of magnetic material and it can move axially
and freely through the coil assembly’s hollow housing. Therefore, the core is mechan-
ically coupled to the object whose position measurement is desired. For example of
the application in the air bearing system, the coil assembly of LVDT was mounted
on a pair of pillow blocks, and the invisible core was extended using straight stainless
steel tubes and mechanically coupled on a carbon fibre guide shaft, as shown in Fig-
ure 3.4. Operating on the principle of a transformer, the primary winding is excited
by a voltage source, and it generates magnetic flux coupled to the two secondary wind-
ings which individually induces a voltage, as illustrated in Figure 3.16. The differential
output voltage between the secondary windings is linearly controlled by the magnetic
core’s position. In theory, an infinitesimally small change in the core’s position can be
detected by a LVDT that relies on the coupling of magnetic flux, and this infinite reso-
lution is only limited by the signal conditioning unit and the resolution of DAQ system.
Additionally, a LVDT has other advantages in practice such as high repeatability and
unlimited mechanical life.

The LVDT (Model: SE 750-10000, Macro Sensors, USA) used in the present study
was excited by a constant 24 V DC, and its DC voltage output range was 0 - 10 V,
corresponding to a 0 - 250 mm linear measurement range. The LVDT was statically
calibrated after installed in the air bearing system. Figure 3.17 (a) shows example
results of a static calibration. Linear calibration results were repeatable in tests. To
validate its dynamic measurement, this LVDT was installed on the linear actuator of
the motion control system to measure sinusoidally-driven oscillations, and the results
were compared with a 1250-line differential encoder (Model: HB5M-1250-250-I-D-D,
US Digital, USA), as shown in Figure 3.17 (b). The comparison shows that the LVDT
dynamic measurement agreed well with that of the encoder, and both were able to
accurately measure a position change of 5µm after signal conditioning. In the FIV ex-
periments, the LVDT signals were smoothed using a fourth-order low-pass Butterworth
filter with a cutoff frequency of 3 Hz. The cylinder oscillation frequency was analysed
using Fast Fourier Transforms (FFT) and Continuous Wavelet Transforms (CWT) (see
Grinsted et al. 2004).
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Figure 3.17: Examples of LVDT measurement: a static LVDT calibration curve (left) and
a sinusoidal motion measurement comparison (right) between LVDT (black dash line) and
an encoder (red solid line).
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3.6.3 Force measurement

A four-component force balance based on sensitive semiconductor strain gauges was
designed and built by the author to measure the lift and drag forces acting on the
cylinder. Figure 3.18 (a) shows a photograph of the force balance.

Each force component consisted of four active strain gauges bonded onto the surfaces
of the force balance sting. The strain gauge model used was SB1-1000-P2, manufactured
by BCM Sensor Technologies, Belgium. Each gauge had a resistance of R = 1000 Ω and
a gauge factor ofGF = (∆R/R)/ε = 150, where ε is the strain. The strain gauges were
configured to form a Wheatstone bridge (see Appendix A for the relevant equations),
as illustrated in Figure 3.19 (a). This full Wheatstone bridge fashion with four active
strain gauges helps improve temperature compensation of the circuit. Depending on
the bonding layout of the stain gauges, a Wheatstone bridge can result either in an
adding circuit fashion or in a subtracting circuit fashion.

dVout
VEX

=
1

4

[(dR2

R2
− dR1

R1

)
−
(dR3

R3
− dR4

R4

)]
(3.11)

=
GF

4

[(
ε2 − ε1

)
−
(
ε3 − ε4

)]
(3.12)

or

dVout
VEX

=
1

4

[(dR2

R2
− dR1

R1

)
+
(dR4

R4
− dR3

R3

)]
(3.13)

=
GF

4

[(
ε2 − ε1

)
+
(
ε3 − ε4

)]
(3.14)

According to Hooke’s law, the strain is given by the following Eq. (3.15):

ε =
σ

E
=

Mh

2EIx
, (3.15)

where E is Young’s modulus of the beam material, σ is the stress on the beam, M
is the applied bending moment, h is the cross-sectional height of the beam, Iz is the
cross-sectional area moment of inertia (Hibbeler 2008). The force balance sting (beam)
used was made of aluminium (E ≈ 73 GPa), having a square cross section (side width
h = 16 mm) with a circular bore through (diameter d = 15 mm), and the cross-sectional
moment of inertia was calculated to be Ix = h4/12− πd4/64 = 2676.3× 10−12 m4.

In the subtracting circuit as shown in Figure 3.19 (b), the gauge pair consisting of
R1 and R2 are bonded at the same axial location on opposite surfaces. On the other
hand, the other gauge pair of R3 and R3 are placed at a axial distance of Lg away
from R1 and R2. Given an applied force, R2 and R3 will be under tension, while R1

and R4 will be under compression, thus strain relationship measured by the gauges are
ε1 = −ε2, and ε4 = −ε3. Thus, Eq. (3.12) can be rewritten as

dVout
VEX

=
GF

4

(
2ε2 − 2ε3

)
(3.16)

=
GF

4

h

EIx

(
M12 −M34

)
(3.17)

=
GF

4

hFLg
EIx

, (3.18)
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(a) (b)

Figure 3.18: Photographs showing the strain-gauge force balance and the signal amplifier.
(a) shows that the force balance is mounted on the carriage of the air bearing rig, support-
ing a square cylinder model vertically; (b) shows that the signal amplifier and a National
InstrumentsTM BNC-2110 connector block (white on top).

R4
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R3
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B

C
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Force

Force

R2

R1

R3

R4

R2

R1

R4

R3

Subtracting circuit

Adding circuit

(a) (b)

Figure 3.19: A diagram showing Wheatstone bridge in (a), and layouts of strain gauges on
a force balance sting in (b). Note that each resistance R represents an active strain gauge,
VEX is the excitation voltage to the Wheatstone bridge and Vout is the output voltage to be
conditioned by the amplifier.
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where F is the applied force, M12 is the resulting bending moment at the location of
the gauge pair of R1 and R2, M34 is the resulting bending moment at the location of
the gauge pair of R3 and R3, and FLg = M12−M34. Based on Eq. (3.16), a theoretical
linear relationship between an applied force and the voltage output ratio is directly
given. However, the measurement sensitivity of the subtracting circuit is limited by the
axial spacing Lg of the gauge pairs.

In the adding circuit, two gauge pairs are bonded side-by-side at the same axial
location, as shown in the bottom of Figure 3.19 (b). The measurement equation is
given by Eq.3.14, and it can be rewritten by

dVout
VEX

=
GF

4

(
2ε2 + 2ε3

)
(3.19)

=
GF

4

h

EIx

(
M12 +M34

)
(3.20)

=
GF

4

2hFLR
EIx

, (3.21)

where LR is the axial distance of the applied force to the center of the gauges, and these
two gauge pairs measure the same bending moment as M12 = M34. This adding circuit
ensures large voltage output levels. This wiring method gives an indirect measurement
of the fluid forces acting on a cylinder in FIV. Assumed that the fluid forces are evenly
distributed om the axial span of the cylinder, the relationship between the bending
moments M12 and M34 and the resultant fluid force F is given by

M12 = M34 =

∫ L2

L1

F ′zdz =
(L2 + L1)(L2 − L1)F ′

2
= FLR , (3.22)

where F ′ = F/L is the applied force per unit length, L = L2 − L1 is the immersed
length of the cylinder, and LR = (L2 + L1)/2 is the distance of the resultant force to
the strain gauges.

Signal conditioning for the output voltage Vout from the strain-gauge Wheatstone
bridges was processed using a four-channel amplifier with built-in 35 Hz cutoff low-pass
filter (LPF). This signal amplifier was customised and built by the electronic workshop
of the department, as shown in Figure 3.18 (b). The constant DC excitation voltage
VEX to the strain-gauge Wheatstone bridges could be optionally set to +5 V or +10 V.
Each channel contained a nulling unit to balance the Wheatstone bridge, and a gain
value setting unit (the gain can be set to 50, 100, 300, 500, or 1000). In the experiments,
the excitation voltage VEX was set to +5 V, and the gain values of 100 and 300 were used
for the moment-channels and the force-channels, respectively. The measurement range
was designed to be ±2.5 N with accuracy of 0.01 N, which was sufficient to measure the
forces (within a range of ±1.5 N) in this FIV study.

To calibrate the force balance, a cylinder model was vertically mounted on the force
balance sting coupled with the air bearing system that was horizontally placed on an
optical table, as shown in Figure 3.20. A thin fishing line was tied to the middle of
calculated immersed length of the cylindrical body, and it was horizontally supported
on a fixed smooth pulley, while the other end of the fishing line was attached to a cup
for loads. Each force component (the lift and the drag components) was calibrated
in both positive and negative directions individually with small progressive weight in-
crements/decrements of approximate 15 g up to approximate 150 g in total. The force
balance was found to be able to effectively detect a small load change of ±0.1 g. Fig-
ure 3.21 presents one example of such static calibrations of the force balance. The
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Figure 3.20: A photograph showing the experimental set-up for static force calibration.

results showed linear relationships between the applied loads and the output voltages.
The repeatability of the results were validated by repeated calibration tests. Further-
more, the calibration coefficients were applied to calculate the lift force acting on a
stationary circular cylinder over a Reynolds number range of 4550 6 Re 6 12920 to
confirm that the lift force values extracted from the moment channel and the force
channel were matched, as shown in Figure 3.22. This confirmation validated the as-
sumption that the lift force is evenly distributed on the cylinder spanwise. In principle,
the moment-channels have higher ratios between output signals and input forces, and
also higher signal-to-noise (S/N) ratio than those of the force-channels, as a fact that
given the same loading force the signals output from a adding circuit are stronger than
those from a subtracting circuit. Thus, the moment-channels were primarily used to
extract the lift and the drag forces in the experimental measurements. Like the LVDT
signals, the force signals were also smoothed using a fourth-order low-pass Butterworth
filter with a cutoff frequency of 3 Hz, and frequencies for the lift time histories were
also extracted using FFT and CWT as mentioned previously in § 3.6.2.

For a stationary cylinder, the fluid forces acting on the cylinder were measured
directly using the force balance. While for an oscillating cylinder, it will experience
an inertia force due to the system’s acceleration. Like a stationary cylinder, the drag
force component can still be directly measured since the system does not move in the
x direction. On the other hand, correction calculations are necessary to be applied
on the measured force component directly from the force balance, denoted by Fs, to
extract the actual transverse lift force acting on a moving cylinder. As illustrated in
Figure 3.23, assuming the system is moving instantaneously in the y direction through
the air bearings, the strain gauge force balance experiences a relative force Fs due to
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Figure 3.21: A typical force balance static calibration.

the bending moment loaded by the fluid force Fy. The moving system can now be
divided by the middle line of the force balance (the dash line in Figure 3.23) into two
parts for consideration separately.

For the bottom part under the middle line, the equation of motion can be written
by

Fy − Fs = mb ÿ, (3.23)

where mb is the mass of the bottom part including half of force balance and the entire
cylinder model. While for the upper part above the middle line, the equation of motion
is then

Fs − cẏ − ky = mt ÿ, (3.24)

where mt is the mass of the upper part including half of the force balance, the carriage,
the moving shafts, the core and its accessories of LVDT, and the extra weights applied
if necessary. The transverse fluid force is then determined using Eq. (3.23) as follows:

Fy = Fs +mb ÿ, (3.25)

and Fy ≡ Fs when ÿ = 0 in the stationary cylinder case. Therefore, combining
Eq. (3.23) and Eq. (3.24) yields the governing equation of the dynamic system:

mÿ + cẏ + ky = Fs +mb ÿ, (3.26)

where m = mb +mt is the total mass of the system.
To validate the force balance’s performance to obtain the transverse lift force acting

on a cylinder in motion, Figure 3.24 shows the transverse lift force measurements of a
circular cylinder undergoing VIV at different reduced velocities in the initial, the upper
and the lower branches. The cylinder had a diameter of 25 mm and an immersed length
of 620 mm. The system’s mass was measured of m = 808.4 g, and the displaced water
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Figure 3.22: Lift force measurement of a circular cylinder at different Reynolds numbers.
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Figure 3.23: Schematic for force measurement correction of a cross-flow FIV system, where
c is the system’s damping and k is the spring constant. The resultant fluid force Fy is applied
at the middle of the immersed length of the cylinder. Note that the extension springs of the
air bearing system are invisible in this figure.

mass was calculated to be md = 306.2 g, giving a mass ratio of m∗ = 2.64. The mass
of system’s upper and bottom parts were mt = 610.2 g and mb = 198.2 g, respectively.
The spring constant was estimated to be k = 23.14 N/m, and the damping coefficient
was determined to be c = 0.0275 Ns/m from free decay tests in air. As compared in
Figure 3.24 (b), (d) and (f), the transverse lift forces calculated (Fy(calculated)) using
the parameters in the left-side part of Eq. (3.26) closely match the experimental values
(Fy(experimental)) based on the force balance and inertia forces in the right-side part of
Eq. (3.26). The results confirmed the force balance was able to accurately measure the
fluid force Fy of a circular cylinder undergoing VIV.
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(c) Measurements of displacement (y) and force-balance force (Fs) at U
∗ = 5.0
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(d) Comparison between the estimated and measured lift forces at U∗ = 5.0
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(e) Measurements of displacement (y) and force-balance force (Fs) at U
∗ = 8.0
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(f) Comparison between the estimated and measured lift forces at U∗ = 8.0

Figure 3.24: Time traces of the displacement and the transverse lift force of a circular
cylinder at different reduced velocities. In (a),(c) and (e): the cylinder’s displacement (y)
is represented by the black dot-dashed lines, and the force-balance force (Fs) is represented
by the solid red lines. In (b), (d) and (f), the calculated and experimental lift forces are
represented by the black dot-dashed lines and the red solid lines, respectively.
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3.6.4 Flow visualization – Particle Image Velocimetry (PIV) system

The vortex structures in the near wake of the cylinder in this research were measured
using particle image velocimetry (PIV) technique [see Adrian (1991)]. The PIV tech-
nique for flow visualisation has been well known and widely used in many fundamental
and applied fluid mechanics investigations. PIV has many advantages over the tradi-
tional techniques, such as hydrogen bubbles, dye and smoke. It provides non-intrusive
measurements of a instantaneous velocity field of a fluid flow in a region of interest, and
subsequently other quantities (such as the pressure and the vorticity distributions) in
the region can be derived, and it also gives quantitative measurements with high spatial
resolution allowing the detection of spatial structures in a fluid field. PIV technique
has been well described in the book by Raffel et al. (2007). This section will present
a brief description of PIV, and some details of the PIV system used in the current
experiments.

Cross-correlation
Î1 ⋆ Î2FT

u(i, j)
v(i, j)

FT−1

t
+

∆
t

t

Figure 3.25: Analysis algorithm of cross-correlation digital PIV recordings

PIV has various recording methods and data evaluation approaches [see Raffel et al.
(2007)]. The current PIV system employed the double frames/single exposure record-
ing technique in conjunction with the normalised spatial cross-correlation analysis to
evaluate the PIV recordings (Fouras et al. 2008), as shown in Figure 3.25. The flow
is seeded with sufficiently small tracer particles, thus particles in the plane region of
interest can be illuminated by a laser sheet. A camera capable of double frames/single
exposure recording feature and pulsed lasers are synchronised by a synchronise, and
both are triggered at a sampling frequency using an external TTL signal generator to
photographically record the illuminated flow region on to a sequence of a number of
image pairs. The images within each image pair have an equal small fine time sepa-
ration of ∆t. Images of pair are divided into interrogation windows, and then Fourier
Transform (FT) or Fast Fourier Transform (FFT) is introduced into the calculation of
discrete cross-correlation function between two interrogation windows sampled from the
image pair. The average displacement (∆x,∆y) of all particles within the interrogation
window is statistically calculated by locating the peak value in the cross-correlation
calculation. This location is found to sub-pixel accuracy using a least-square fit of
Gaussian function (Fouras & Soria 1998). Inverse Fourier transform FT−1 is used to
evaluate the velocity vectors. To convert the distance unit in pixel of the images to a
desired unit (i.e. millimetre), the magnification factor M of the images is measured by
taking a photograph of a ruler placed in the plane of interest illuminated by the laser
sheet. This procedure is referred to as “ruler test”. Thus, with the known time sepa-
ration value ∆t and the image magnification factor, the two-dimensional local velocity
vectors within the interrogation windows are accurately determined using the following
equations:

u =
∆x

∆t
(3.27)
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Model Chip Type Resolution Pixel Size Max Frame Rate

PCO 2000 CCD 4 008× 2 672 pixel2 9.0µm 5.0 frames/s

PCO 4000 CCD 2 048× 2 048 pixel2 7.4µm 14.7 frames/s

Table 3.4: Specifications of the PCO cameras used in the present study.

and

v =
∆y

∆t
, (3.28)

where u and v are the velocity components of the particles in x-direction and y-direction
respectively. The whole velocity field is calculated by sweeping the window through the
entire image frame.

Vorticity field is an important quantity derived from planar velocity vector field to
investigate the structures of a flow. The three-dimensional vorticity field, ω, is defined
by

ω = ∇× u, (3.29)

where u is the three-dimensional velocity vector field in a x-y-z Cartesian coordinate
system. This research is primarily concerned with the out-of-plane z-component vor-
ticity vector denoted by ωz for the near wake structures behind the cylinder, whose
direction abides by the right-hand rule normal to the x-y plane. Its definition is given
by

ωz =
∂v

∂x
− ∂u

∂y
. (3.30)

The PIV data evaluation is a process based on statistics, in which the error sources
are from bias errors and random errors [see Fouras & Soria (1998); Hart (2000); Raf-
fel et al. (2007)]. Fouras & Soria (1998) also reported that the accuracy of the ωz
measurement depends primarily on the the spatial sampling distance between the ve-
locity points and on the accuracy of the velocity vector field measurements. Pertaining
to error reduction and accuracy improvement of the out-of-plane vorticity calculation
from in-plane velocity measurement, Fouras & Soria (1998) presented their study using
a second order polynomial χ2 fit to the local velocity components with analytic dif-
ferentiation, where accuracy improvement was found when it was compared to other
methods using finite difference calculation. More details of PIV accuracy enhance-
ment discussion have been reported by Dusting (2006) and Nazarinia (2010). Here the
present research employed a χ2

21 method developed by Fouras & Soria (1998) which uses
surrounding 21 velocity sampling points to calculate the vorticity fields. The presented
vorticity fields were nondimensionlised by

ω∗z =
ωzH

U∞
, (3.31)

where H is the frontal projected length of the cylinder’s cross section, and U∞ is the
free-stream velocity. And the nondimensionlized circulation is given by

Γ ∗ =
Γ

πHU∞
. (3.32)

The present experimental arrangement for PIV measurements is shown in Figure 3.3
and Figure 3.26. The flow was seeded with hollow microspheres (Sphericel 110P8,
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Potters Industries Inc.) with a nominal diameter of 13µm and a specific weight of
1.1 gcm−3. Two miniature Nd:YAG (Neodymium-doped Yttrium Aluminium Garnet)
pulsed lasers (Model: MiniliteTM II Q-Switched lasers having a wavelength of 532 nm
and a maximum energy output of 25 mJ/pulse, Continuum®, CA) produced an ap-
proximate 2 mm thick horizontal planar sheet, illuminating the particles in the plane of
interest. Sequential image pairs were captured by a charge coupled device (CCD) cam-
era of 2048× 2048 pixel2 (PCO 2000, PCO AG), equipped with a 50 mm lens (Nikkor,
Nikon Corporation). Table 3.4 shows specifications of the PCO cameras used during
the PhD candidature. The PIV image data was analysed with in-house PIV software
(Fouras et al. 2008), using 32 × 32 pixel2 interrogation windows in a grid layout with
50% window overlap. The PIV system’s trigger signals along with the displacement and
force measurements of the cylinder, and the temperature measurement of the flow were
simultaneously sampled by the data acquisition system. The recorded signals provided
the timing of captured image pairs along with time histories of the recorded position
and lift signals, allowing us to phase average the computed velocity and vorticity fields
based on the cylinder position and lift forces.

Two phase-averaging methods were used to average the PIV measurement images
in the present study: phase-locked averaging and phase-band averaging. The phase-
locked method was used in the previous work by Carberry et al. (2001, 2005) and
Nazarinia et al. (2009), where PIV measurements were triggered at a specific phase
of pre-programmed sinusoidal oscillations of a circular cylinder. This method is eas-
ily implemented as the cylinder undergoes known sinusoidal oscillations, and the PIV
snapshot triggers can be easily programmed at desired phases. However, the vibration
of a free cylinder is not as periodic as pure sinusoidal motion, which makes it difficult
for the PIV imaging to be triggered at the given phase locations. The phase-locked
method has been improved to be able to trigger PIV measurements on-the-fly. This
improvement employed the real-time Quanser Q4 control system (as described in §3.4)
which monitored the cylinder’s real-time position, and output triggers at the desired
phases, as shown in Figure 3.27. On the other hand, the phase-band averaging method
required the information of the cylinder’s position and velocity. As demonstrated in
Figure 3.28, the trigger pulses are recorded along with the time trace of the cylinder’s
displacement in Figure 3.28 (a). According to the trigger timing, the instantaneous
PIV images are sorted in different phase bands based on the cylinder’s position and
velocity in Figure 3.28 (b) and (c). Then the instantaneous PIV images in each phase
are joined together to be averaged. The averaged results give clear wake modes be-
hind the cylinder. The phase-band method is not as time efficient as the phase-locked
method, because it is initialised manually and costs more time for post-processing.
However, both methods are limited in the situations where the oscillation amplitude
and frequency of the cylinder were stable. When the cylinder’s motion and the vortex
shedding are chaotic, there are no means for phase averaging. Correspondingly, PIV
measurements were only taken when the spectrum and wavelet analysis showed that
the cylinder’s displacement and lift force signals were strongly periodic.
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Figure 3.26: Photographs showing the PIV system set-up. (a) shows the experimental
arrangement for PIV measurement, and (b) shows the lasers operated in high energy mode.
Note that the PCO camera placed underneath the water channel is invisible in this figure.
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Figure 3.27: An example of real-time phase-locked sampling of PIV measurements. The
black line represents the cylinder’s displacement time trace. The grey line represents the
triggering TTL pulses, and the open circles are the cylinder’s position (at a phase angle of
φ = π of the oscillations) measured at the raising edge of the TTL pulses .
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Figure 3.28: PIV phase-band averaging method. (a) shows the time history of a cylinder’s
normalised displacement (black line) and 5V TTL trigger pulses (cray line) of PIV measure-
ments. The symbolic points are cylinder’s position in the oscillation waveform when PIV is
triggered at TTL signal’s raising edges; (c) and (d) show the phase-band binning method
based on the cylinder’s position and velocity in cycle. The PIV images are binned into 8
phases, and each phase has more than 100 instantaneous images for averaging. (d) shows an
instantaneous PIV image captured at the solid black circle as indicated in (a),(b) and (c); (e)
shows the averaged result from the phase band No.1 (the red circles).
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3.6.5 Temperature measurement

For calculation of Reynolds number, the water temperature was measured using a 100 Ω
Platinum (Pt-100) ultra precise resistance temperature detector (RTD) sensor (Model:
P-M-1/10-1/8-6-1/8-P-3, Omega Engineering Limited, USA). This sensor was 1/10 DIN
class having a measurement range of −29 ◦C to 100 ◦C and an interchangeability of
0.03 ◦C. Signal conditioning of the sensor was processed using a Temperature & Process
Controller CNI853 which had a real-time temperature display and also±10 V DC analog
outputs to the DAQ system.

3.7 Experimental procedures

3.7.1 Structural damping

Damping is the result of energy dissipation present in all vibrating systems in practice,
which limits the vibrations. FIV systems encounters three different kinds of damping
sources: (1) structural damping due to friction, impact, and relative motion between
parts of the system (i.e. the shafts moving through air bearings); (2) fluid damping due
to hydrodynamic force by the surrounding fluid; (3) material damping due to internal
energy dissipation of materials, such as rubber. Since rigid cylinder models are used
in the current study, we only consider the two dominant structural damping and fluid
damping. In analysis of FIV, the structural damping is an important parameter in the
governing equation of motion. It is experimentally measured using free decay method.

3.7.2 Free decay test in air

Free decay test is a convenient way to determine the structural damping and the natural
frequency of vibration systems. For a single-DOF damped free vibration system in
vacuum situation where no external force is applied F (t) = 0, the governing differential
equation of motion can be expressed by

mÿ + cẏ + ky = 0, (3.33)

or

ÿ + 2ζωnẏ + ω2
ny = 0, (3.34)

where m is the mass of system, k is the spring constant, c is the structural damping,
the structural damping ratio is defined by ζ = c/(2

√
km) as the ratio of the structural

damping and the critical damping, and ωn =
√
k/m is the natural angular frequency

of system.

For underdamped free decay (0 ≤ ζ < 1) case, the solution to Eq. (3.34) is given by

y(t) = Aoe
−ζωnt sin(

√
1− ζ2 ωn t), (3.35)

which is illustrated in Figure 3.29, where the structure is initially displaced to a certain
amount of displacement of Amax and then released, and the resulting damped motion
of the structure is recorded. The envelope of the maxima from Eq. (3.35) is found by

ymax(t) = Aoe
−ζωnt. (3.36)

Hence, the rate of decay, defined as η = −ζωn, can be found by calculating the
slope in a plot of ln ymax against t from Eq. (3.36), so that the damping ratio ζ can
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Figure 3.29: Response of an underdamped (0 ≤ ζ < 1) single-DOF system.

finally be determined as follows

ζ =
−η√
k/m

. (3.37)

When ζ is significantly small compared with unity (ζ � 1), the damped natural angular
frequency, ωd, can be approximated to the undamped natural angular frequency, ωn,
as described by

ωd =
2π

Td
= ωn

√
1− ζ2 ∼= ωn. (3.38)

In the underdamped case, the ratio of any two consecutive amplitudes is termed by
the logarithmic decrement, as defined by

δ , ln
yn
yn+1

= ζωnTd =
2πζ√
1− ζ2

∼= 2πζ, (3.39)

where Td = 2π/ωd is the damped period of the oscillations. The rate of decay, η, is
defined by

η = −ζωd = −2πζfd, (3.40)

in which fd is the damped natural frequency given by

fd =
ωd
2π
∼= ωn

2π
=

1

2π

√
k

m
(3.41)
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In order to minimise the air resistance effects on the moving structure in free decay
tests in air, the cylinder model was replaced with an equal concentrated mass placed on
top of the carriage of the air bearing rig. Since the air bearing rig is a lightly damped
system, it is assumed that the natural frequency in air (fna) is equal to the natural
frequency in vacuum (fn), and that the structural damping ratio obtained from free
decay test in air (ζsa) is also equal to the structural damping ratio in vacuum (ζs):

fna =
1

2π

√
k

m
(3.42)

and

ζsa =
c

2
√
km

. (3.43)

3.7.2.1 Free decay test in still water

In the present study of FIV, the primary purpose of free decay test in still water is to
measure the natural frequency of system in water. Details of free decay test in still
fluid (water) have described mathematically in the books by Blevins (1990) and Sumer
& Fredsøe (1997).

When the structure undergoes free decay test in still water, its vibrations is damped
not only by the structural damping but also the fluid damping by the surrounding
viscous fluid. The fluid damping is the result of viscous shearing of the fluid at the
surface of the structure and flow separation(Blevins 1990). The oscillating system will
be subjected to a hydrodynamic force Fy which is referred to Morison force (Sumer &
Fredsøe 1997). The Morison force is given by

Fy = −1

2
ρCDDL|ẏ|ẏ +mA(−ÿ), (3.44)

where mA is the added mass. The added mass is defined by mA = CAmd, in which
md is the mass of water displaced by the cylinder, and CA is the potential added mass
coefficient (CA = 1 for a circular cylinder).

The governing equation of motion of free decay test in still water can be written by

mÿ + cẏ + ky = Fy = −1

2
ρCDDL|ẏ|ẏ +mA(−ÿ), (3.45)

or

(m+mA)ÿ + cẏ +
1

2
ρCDDL|ẏ|ẏ + ky = 0. (3.46)

The solution to Eq. (3.46) then is

y(t) = Aoexp(−ζwωdt) cos(ωdt), (3.47)

where ζw is the total damping in still water. The total damping ζw comprises the
structural damping with added mass in still water (ζsw) and the fluid damping in still
water (ζfw), as expressed by

ζw = ζsw + ζfw. (3.48)

Similar to the free decay test in air, the damped natural angular frequency in still
water ωdw is given by

ωdw = ωnw
√

1− ζ2
w, (3.49)
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where ωnw is the undamped natural angular frequency with the added mass consider-
ation in still water, as defined by

ωnw =

√
k

m+mA
. (3.50)

Since the total damping ζw is normally found in experiments to be significantly small
compared with unity, the damped natural angular frequency measured in the free decay
test can be approximated to the undamped natural angular frequency: ωdw ∼= ωnw.
Then, the natural frequency in water is determined by

fnw =
ωnw
2π

=
1

2π

√
k

m+mA
. (3.51)

The total damping is the result of energy dissipation caused by the total damping
force Fd, and it is proportional to the ratio of the energy dissipated in one cycle of
vibration Ed and the total stored energy ET , as expressed by

ζw =
1

4π

Ed
ET

, (3.52)

where the total stored energy is equal to the maximum kinetic energy during vibration:

ET =
1

2
(m+mA)ẏ2

max. (3.53)

The dissipated energy Ed is the work done by the total damping force Fd in one cycle
of vibration, and it can be determined by integrating the product of the total damping
force with the displacement over one cycle:

Ed =

∮
Fd dy =

∫ t+Tdw

t
Fd ẏ dt, (3.54)

in which Tdw = 2π/ωdw is the damped vibration period of system in still water. The
total damping force adversely against the motion of the system. As illustrated in
Eq. (3.46), it comprises the structural damping force and the fluid damping force:

Fd = cẏ︸︷︷︸
structural damping force

+
1

2
ρDLCD|ẏ|ẏ︸ ︷︷ ︸

fluid damping force

. (3.55)

Therefore, Eq. (3.54) can be rewritten by

Ed =

∫ t+Tdw

t
cẏ2dt+

∫ t+Tdw

t

1

2
ρDLCD|ẏ|ẏ2 dt. (3.56)

Then, as illustrated by (Sumer & Fredsøe 1997), Eq. (3.56) substituted into Eq. (3.52)
gives

ζw =
c

2(m+mA)ωdw︸ ︷︷ ︸
structural damping

+
ρD2L

4π(m+mA)

8

3
CD

A

D︸ ︷︷ ︸
fluid damping

, (3.57)

in which the structural damping ratio with the effect of added mass is

ζsw =
c

2(m+mA)ωdw
=

c

2
√
k(m+mA)

, (3.58)
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and the fluid damping ratio is

ζfw =
ρD2L

4π(m+mA)

8

3
CD

A

D
. (3.59)

As the definition of the structural damping ratio has apparently led to some confusion
to readers, it is important to note that the structural damping ratio, ζ, to be reported
in the future experimental results is referred to the structural damping ratio with the
effect of added mass, ζsw given by Eq. (3.58), which has been constantly used in papers
by Prof. C.H.K Williamson’s group at Cornell University. Thus, combining Eq. (3.51),
Eq. (3.58), Eq.3.42 and Eq. (3.43) gives the experimental measurement value of the
structural damping ratio:

ζ = ζsw =
fnw
fna

ζna, (3.60)

and also the measurement value of the potential added mass coefficient:

CAm =

[
(
fna
fnw

)2 − 1

]
m∗. (3.61)

Figure 3.30 shows an example of free decay tests of circular cylinder (D = 40 mm)
in air and in still water. The total mass of the system was m = 1872.2 g. The immersed
length of the cylinder was 622 mm, and the resulting mass ratio of m∗ = 2.4 was selected
to match that of a case study by Khalak & Williamson (1997a). In the present results,
the logarithmic maxima of free decay response closely followed the best linear fitting
line in both air and still water tests. The structural damping ratio of the system was
found to be ζsw = 2.43 × 10−3. According to Eq. (3.61), the potential added mass
coefficient was calculated to be CAm = 1.01, which agreed well with the assumption of
CA = 1 for a circular cylinder reported in the literature.

From the free decay tests in the present study of FIV, results showed that a linear
single-DOF mass-spring rig was set up for experiments, and that the performance of
the air bearing system was reliable and repeatable to achieve low damping ratios. The
structural damping ratio was found to be dependent on the system’s parameters, such
as the mass of system m and the spring constant k.
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(a) Free decay test in air
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(b) Free decay test in water
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Figure 3.30: An example of free decay tests of a circular cylinder of m∗ = 2.4: column (a)
shows free decay test in air and column (b) shows free decay test in still water. The top rows
show displacement histories, where maxima above an amplitude of less than 0.5 mm were
selected to calculate the free decay rates. The middle rows show the decay rate results based
on logarithmic decrement algorithm: the decay rates were calculated to be ηa = 10.33×10−3

in air and ηw = 51.43 × 10−3 in still water, respectively. The bottom rows show FFT
calculation results of the power spectral density normalised by the maximum power spectral
density of the given signal. The natural frequencies were calculated to be fna = 0.572 Hz in
air and fnw = 0.477 Hz in still water, respectively. Hence, the damping ratio of the system
in air was determined to be ζsa = 2.89 × 10−3 and the total damping ratio measured in
still water was ζw = 17.34 × 10−3. The structural damping ratio was determined to be
ζ = ζsw = 2.43× 10−3, giving a mass-damping ratio m∗ζ = 5.83× 10−3.
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3.8 Chapter summary

This chapter has shown details of the experimental facilities, air bearing rig for free
FIV experiments, and PID position control system for forced oscillation experiments.
Free decay tests in both air and water have demonstrated the air bearing rig had very
low structural damping ratio for experiments on free FIV. On the other hand, testing
results have also shown that the PID position control system was able to accurately
and smoothly track simple sinusoidal and complicated motion trajectories.

Furthermore, the measurement techniques, including LVDT for linear displacement,
force balance for the fluid forces, and PIV for the near wake modes, have also been
described in detail. Validation results of these techniques have also been presented.

In summary, the experimental methodology has been shown and validated for data
acquisition in experiments on both free FIV and forced oscillation of a bluff body.
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Chapter 4

Vortex-Induced Vibration of
Circular Cylinders

4.1 Introduction

With the progress of modern digital particle image velocimetry technique and numer-
ical simulation in the past decade, intensive studies have been undertaken towards
understanding the fundamental characteristics of the flow past an oscillating cylinder.
Govardhan & Williamson (2000) employed PIV technique for the first time in free vi-
bration to investigate the wake mode transitions. Of particular interest, recent studies
of sinusoidal forced vibrations by Carberry et al. (2005); Leontini (2007); Morse &
Williamson (2006, 2009a,b) have provided better insight into the relationships between
the fluid forces and the wake modes. Although many remarkable similarities have been
observed in both free and sinusoidal forced vibrations, significant differences also ex-
ist. Therefore, the question still remains unaddressed whether precisely-close forced
vibration can reproduce the same fluid forces and wake modes of the free vibration
case.

As part of the present PhD study, this chapter deals with a close comparison between
free and forced vibrations. It begins with an experimental validation in §4.2, where the
dynamic responses of a freely-vibrating circular cylinder with m∗ = 2.4 are compared
directly to a typical case with the same mass ratio studied by Khalak & Williamson
(1997a). Then, §4.3 presents the results of direct comparison between free vibration of a
cylinder with m∗ = 2.66 and forced vibrations of precise tracking motion and sinusoidal
oscillations, including the total transverse lift, vortex forces, phases, and wake modes
of the cases of free and forced vibrations. A summary of this chapter is given lastly in
§4.4.

4.2 Experimental validation for VIV of a circular cylinder

4.2.1 Experimental details

The methodologies used in the present experiments need to validated to ensure that
the reader has confidence in the new results obtained. For this reason, the circular
cylinder model used in this section was the Body III described in Table 3.3, which had
comparable geometric parameters to the case study presented by Khalak & Williamson
(1997a). This cylinder had a diameter of D = 40 mm and an immersed length of
L = 620 mm, giving an aspect ratio of AR = L/D = 15.5 and a displaced water mass
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of md = ρπD2L/4 = 780.1 g. The total mass of the oscillating system was m = 1872.2 g,
resulting in a mass ratio of m∗ = 2.40. Free decay tests were conducted individually in
air and water, as shown in Figure 3.30 in § 3.7.2.1, to determine the natural frequency
in air, fna = 0.572 Hz, and in water, fnw = 0.477 Hz. The structural damping ratio
was ζ = c/

(
2
√
k(m+mA)

)
= 2.43× 10−3, resulting in a mass-damping ratio of m∗ζ =

5.83× 10−3, which is comparable to the case study with m∗ζ = 11.3× 10−3 (m∗ = 2.4
and ζ = 4.5×10−3) by Khalak & Williamson (1997a). The end condition was controlled
using a platform (described in § 3.5) with a gap of approximately 2 mm between the
cylinder’s free end and the platform.

The dynamic response of VIV was investigated over a reduced velocity of 2.75 <
U∗ < 17, corresponding to a flow velocity range of 0.0495 m/s < U∞ < 0.3240 m/s and
a Reynolds number range of 2000 < Re < 13 000. The body displacement and fluid
forces were measured simultaneously at a sampling frequency of 100 Hz for 20 min (over
500 oscillation cycles) at each reduced velocity investigated.

4.2.2 Amplitude and frequency responses

The response amplitude and frequency of the present work are directly compared di-
rectly to the results of Khalak & Williamson (1997a) at the same the mass ratio in
Figure 4.1. The comparison shows that the overall agreement is remarkable in terms
of the three-branch amplitude response pattern, the amplitude peak value, the lock-in
region, and the frequency response. In the initial branch, both cylinders experience
extremely low-amplitude oscillations for U∗ < 3, and then the maximum oscillation
amplitude, A∗max, grows up sharply to above 0.4D as the reduced velocity is increased
up to U∗ = 4.80. Figure 4.2 (a) and (b) show examples of the time trace of the cylin-
der displacement at U∗ = 4.52. In the initial branch, the oscillation amplitudes are
unstable and appear to experience beating, which has also been observed by other re-
searchers (see Leontini 2007; Gopalkrishnan 1993). The oscillations of the body have
signatures of two strong frequencies: one matching the natural frequency in water and
the other matching the vortex shedding frequency of the body at rest. As U∗ is further
increased, the amplitude response undergoes a transition from the initial to the upper
branch, with A∗max jumping from 0.46 to 0.84 at U∗ = 1/St = 4.80 (St = 0.208 for a
stationary cylinder in the present case). Govardhan & Williamson (2000) has explained
and demonstrated that this transition occurs when the frequency response of a cylinder
with low m∗ζ passes the natural frequency in water, namely f∗ = f/fnw = 1. As the
amplitude response jumps up to the upper branch, on the other hand, the onset of
lock-in occurs with a well-defined dominant oscillation frequency matching the vortex
shedding frequency. Figure 4.2 (c) and (d) show examples of time traces of the cylinder
displacement at U∗ = 5.23. In the upper branch, the cylinder also experiences unstable
oscillations with the largest-scale amplitudes. The maximum amplitude value observed
is A∗max = 1D at U∗ = 6, comparable to that of A∗max = 0.96D at the same reduced
velocity of U∗ = 6 by Khalak & Williamson (1997a). Also, the frequency increases
monotonically with the reduced velocity, which agrees well with the results of Khalak
& Williamson (1997a). The cylinder experiences an intermittent switching transition
from the upper to the lower branch at U∗ = 7.8, which has also been seen by Khalak
& Williamson (1997a). The lower branch is featured with very stable oscillation ampli-
tudes of A∗max ≈ 0.6D, as shown in Figure 4.2 (e) and (f). In this branch, the frequency
response remains remarkably constant with a value of f∗ ≈ 1.342 over a reduced veloc-
ity range of 7.6 < U∗ < 10.5. For higher reduced velocities, the oscillation amplitudes
gradually decreases, and the frequency response exhibits a second weaker component

80



4.2. Experimental validation for VIV of a circular cylinder

0

1

2

3

4

0 2 4 6 8 10 12 14 16 18

f ∗

U∗

(b)

St ≈ 0.22
St = 0.208

0

0.2

0.4

0.6

0.8

1

A∗

(a)

Figure 4.1: Comparison of experimental results of a circular cylinder with m∗ = 2.4. The
top plot shows the comparison of amplitude responses, in which the blue open circles represent
the normalised amplitude peaks, A∗max, of the present results (ζ = 2.43 × 10−3), the solid
circles represent the mean of top 10% of the oscillation amplitudes, A∗10, of the present results,
and open squares represent the results of Khalak & Williamson (1997a) (ζ = 4.5 × 10−3).
The bottom plot shows the comparison of normalised frequency responses.
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following the Strouhal number functional trend, indicating end of the lock-in region.
Compared to St ≈ 0.22 of Khalak & Williamson (1997a), the Strouhal number of the
cylinder at rest of the present case is St = 0.208 which is consistent with St ≈ 0.21 for
1000 < Re < 10 000, as is widely reported in the literature (see Norberg 2001).

To date A∗max has been used primarily because it provides a basis to validate the
results against those of other studies. The A∗max gives an extreme measure that is the
value of a single sample, and can denote an outlier that is not necessarily representative
of the average of a larger sample and hence the behaviour of the amplitude response.
An alternative, as used by Hover et al. (1998); Klamo (2007); Morse et al. (2008), is the
mean of the top 10 percent of the peak amplitudes, A∗10. This scalar provides a more
appropriate measure for comparing amplitude response, being statistically robust when
comparing results of different, independent studies, and across different geometries,
especially in the absence of transitory behaviours such as intermittent branch switching.
These two scalars, A∗max and A∗10, are both valuable for engineering applications, where
A∗max is a useful measure to demonstrate the maximum observable amplitudes in free
FIV, and is primarily of importance to determine design conditions for the deflection of
structures and supports, while A∗10 can provide a more meaningful value for assessing
the typical amplitudes to consider in determining cyclic loading fatigue. Hence, the
scalar A∗10 is primarily used to analyse the amplitude response of FIV of a bluff body
in this thesis.

Figure 4.1 (a) shows A∗10, represented by the blue solid circles, of the oscillation
amplitudes. Compared to the A∗max response, the A∗10 values show a smoother response
retaining the same trend, despite the expected reduction of the oscillation amplitudes
particularly in the regions where the oscillation amplitudes are unstable.

4.2.3 Fluid forces and phases

Since VIV of a bluff body is driven by the fluctuating fluid forces caused by the vortex
shedding, it is of significant interest to analyse the transverse lift force, the vortex
force, and the corresponding phases with respect to the cylinder displacement. Khalak
& Williamson (1997a) firstly provided direct force measurements on a freely oscillating
cylinder, and Govardhan & Williamson (2000) further decomposed the total lift force
(Fy) into a potential force component (Fpotential) and a vortex force component (Fvortex).
This decomposition method revealed two jumps in the total phase (φtotal) and the vortex
phase (φvortex) were associated with the wake mode transitions of a freely vibrating
cylinder with low mass-damping ratio. In this section, results of the lift and vortex
forces, and the corresponding phases relative to the cylinder motion are discussed.

Figure 4.3 (a) compares root-mean-square lift coefficient (Cy (r.m.s.)) variation with
the reduced velocity of the present cylinder and the results from previous studies by
Khalak & Williamson (1997a) and Govardhan & Williamson (2000). The blue solid
circles represent the present directly measured values, and the red open circles are the
estimated values; the black solid and open squares represent the directly measured
and estimated values, respectively, of a cylinder with m∗ = 3.3 and ζ = 2.60 × 103 by
Khalak & Williamson (1997a); the black open triangle represent the measured values of
a cylinder with m∗ = 8.63 and ζ = 1.51×10−3 by Govardhan & Williamson (2000). The
present measured Cy (r.m.s.) values agree well with the estimated values, particularly in
the lower branch and desynchronisation (at high reduced velocities of 7.8 < U∗). The
measured Cy (r.m.s.) values of Khalak & Williamson (1997a) also generally matched their
estimated values, with a peak of Cy (r.m.s.) ≈ 2.5 observed at U∗ ≈ 4.4 which is over
50% higher than that of Cy (r.m.s.) = 1.6 at U∗ = 4.8 of the present case. However, the
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(b) Time traces of cylinder displacement, the total lift and vortex force coefficients at U∗ = 4.52
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(c) Time trace of cylinder displacement at U∗ = 5.23
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(d) Time traces of cylinder displacement, the total lift and vortex force coefficients at U∗ = 5.23
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(e) Time trace of cylinder displacement at U∗ = 9.28
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(f) Time traces of cylinder displacement, the total lift and vortex force coefficients at U∗ = 9.28

Figure 4.2: Time traces (τ = t/Tnw = fnw t) of cylinder displacement (black solid lines),
the total lift (red dashed lines) and vortex coefficients (blue dot-dashed lines). (a)–(b): the
displacement, the total lift and vortex forces are in phase at U∗ = 4.52 in the initial branch.
(c)–(d): the lift force is in phase with the displacement, while the vortex force is leading
(approximately 180◦) the displacement at U∗ = 5.23 in the upper branch. (e)–(f): both the
lift and the vortex forces are leading (approximately 180◦) the displacement at U∗ = 9.28 in
the lower branch.
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Figure 4.3: Force and phase angle variation with the reduced velocity. (a) the total trans-
verse lift coefficient (root-mean-square). The blue solid circles represent the present directly
measured values, and the red open circles are the estimated values; The black solid and open
squares represent the measured and estimated values, respectively, of a cylinder with m∗ = 3.3
and ζ = 2.60 × 10−3 by Khalak & Williamson (1997a); the black open triangles represent
the measured values of a cylinder with m∗ = 8.63 and ζ = 1.51 × 10−3 by Govardhan &
Williamson (2000). (b) shows the present total phase jump associated with the transition of
the upper to lower branch. (c) shows the present vortex force coefficient (root-mean-square),
and (d) shows the present vortex phase jump associated with the transition of the initial to
upper branch.
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measured results by Govardhan & Williamson (2000) show a peak of Cy (r.m.s.) ≈ 1.1
at U∗ ≈ 4 for a cylinder of D = 38.1 mm with a higher mass ratio of m∗ = 8.3. The
difference of Cy (r.m.s.) between the above three cases could arise from the fact that the
differences in experimental conditions, such as the Reynolds number and mass ratio,
make the comparison more complicated.

Following the fluid force decomposition method used by Govardhan & Williamson
(2000), the total transverse lift force is decomposed to yield a vortex force component,
Cvortex, using Eq. 2.6 combined with Eq. 2.10, assuming the cylinder displacement
approximates to a sinusoidal function as y(t) = sin(2πft). Figure 4.3 (b) shows the root-
mean-square vortex force coefficient (Cvortex (r.m.s.)) variation with the reduced velocity
of the present case compared with the case of Govardhan & Williamson (2000). Both
cases show a similar trend and comparable magnitude of the peaks. At the beginning,
the Cvortex (r.m.s.) increases with U∗ in the initial branch. However, as the cylinder
undergoes the transition from the initial to the upper branch, the present Cvortex (r.m.s.)

also experiences a sudden jump from 0.7 down to 0.19, while this sudden jump was not
reported by Govardhan & Williamson (2000). One possible reason for this is that the
cylinder with high mass ratio (m∗ = 8.63) of Govardhan & Williamson (2000) resulted
in a very narrow upper branch as shown in Figure 2.14. After the sudden jump, the
present Cvortex (r.m.s.) gradually increases in the upper branch, reaching the peak of
Cvortex (r.m.s.) = 1.17 at U∗ = 6.9 before the cylinder undergoes the second transition
from the upper to the lower branch. In the lower branch, the Cvortex (r.m.s.) declines
smoothly as U∗ is increased, and eventually flattens out at in the desynchronisation
region with high U∗ values. Another salient difference between these two cases is that
the Cvortex (r.m.s.) values of Govardhan & Williamson (2000) experiences a sudden jump
from around 0.6 to 1.15 as the cylinder undergoes the initial→ upper branch transition.
This could also be due to the higher mass ratio resulting in a much narrower upper
branch.

Figure 4.3 (b) and (d) show the total phase (φtotal) and the vortex phase (φvortex)
varying with the reduced velocity, respectively. Figure 4.4 shows examples of time traces
of the phases calculated using Hilbert transform (HT) (see Khalak & Williamson 1997a,
1999; Govardhan & Williamson 2000). The results agree with Govardhan & Williamson
(2000) that a jump in φtotal from around 0◦ to around 180◦ is associated with the upper-
to-lower branch transition, while another jump in φvortex from around 0◦ to around 180◦

is associated with the initial-to-upper branch transition.
In summary, the experimental methodologies have been validated based on com-

parisons of the present results compared with the literature. Performance of the air
bearing rig is confirmed from the free decay tests described in § 3.7.1 and the present
experiments. The force measurements also agree well with the estimated results and
those found in the literature.

4.3 Comparison of a free cylinder and a tracking cylinder

4.3.1 Experimental details

The circular cylinder model used in this section was the cylinder Body II described in
Table 3.3. This cylinder had an outside diameter of D = 25 mm, which was smaller
than that of the Body III (D = 40 mm) used for the experimental validation in §4.2
previously. This choice was made because the PIV system which could not provide a
arge enough field of view for the wake measurement of cylinders with larger diameters.
The immersed length of the body was L = 620 mm, giving an aspect ratio of AR =
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(a) Time trace of the total phase at U∗ = 4.52
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(b) Time traces of the vortex phase at U∗ = 4.52
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(c) Time trace of the total phase at U∗ = 5.23
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(d) Time traces of the vortex phase at U∗ = 5.23
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(e) Time trace of the total phase at U∗ = 9.28
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(f) Time traces of the vortex phase at U∗ = 9.28

Figure 4.4: Time traces of the total phase and the vortex phase at different reduced ve-
locities. (a)–(b): both φtotal and φvortex are in phase with the cylinder displacement at
U∗ = 4.52 in the initial branch. (c)–(d): the lift force is still in phase with the displacement,
while the vortex force is leading (approximately 180◦) the displacement at U∗ = 5.23 in the
upper branch. (e)–(f): both the lift and the vortex forces are leading (approximately 180◦)
the displacement at U∗ = 9.28 in the lower branch.
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4.3. Comparison of a free cylinder and a tracking cylinder

L/D = 24.8 and a displaced water mass of md = 306.2 g. The total mass of the
oscillating system was m = 813.2 g, resulting in a mass ratio of m∗ = 2.66. The natural
frequency of the system was determined to be fna = 0.874 Hz in air and fnw = 0.740 Hz
in water. The structural damping ratio was ζ = 2.74×10−3, resulting in a mass-damping
ratio of m∗ζ = 7.28× 10−3.

The dynamic response of free vibration was investigated over a reduced velocity
range of 2.5 < U∗ < 115, corresponding to a flow velocity range of 0.056 m/s < U∞ <
0.287 m/s and a Reynolds number range of 1450 < Re < 7500.

4.3.2 Dynamic response of free vibrations

For close comparison with a cylinder undergoing forced oscillations, the dynamic re-
sponse of the cylinder undergoing free VIV is firstly obtained. The amplitude and
frequency responses of the cylinder with m∗ = 2.66 and ζ = 2.74 × 10−3 are shown
in Figure 4.5, compared with the previous case of m∗ = 2.4 and ζ = 2.43 × 10−3. As
expected the response results of case m∗ = 2.66 closely match the case of m∗ = 2.4
in terms of the initial and lower branches of A∗max and A∗10 responses, the frequency
response and the lock-in region. The major difference between these two cases is the
amplitude magnitude of the upper branch, due to the difference in Reynolds number.
The effect of Reynolds number on VIV of a circular cylinder has been well discussed
by Klamo et al. (2006); however, it is not a major focus of the investigation in this
thesis. The A∗max peak of the present case m∗ = 2.66 observed is A∗max = 0.88, 12% less
than that (A∗max = 1.0) of the case m∗ = 2.4, and the A∗10 peak of case m∗ = 2.66 is
A∗10 = 0.84, 11% less than that (A∗10 = 0.94) of the case m∗ = 2.4. Additionally, it can
also be seen in Figure 4.6 that the measured forces and phases of the case at m∗ = 2.66
closely match those of the case at m∗ = 2.4, including general profiles of the lift and
vortex forces, and two jumps in the total and vortex force phases.

4.3.3 Comparison between free and forced vibrations

To compare the free and forced vibrations, the amplitude response of the free vibration
is plotted firstly in an amplitude-wavelength plane with an overlay on the Morse &
Williamson map of the wake regimes of a cylinder undergoing sinusoidal forced oscil-
lations, as shown in Figure 4.7. For the convenience of comparison, the wavelength of
free vibration is given by λ∗ = U∗/f∗, where f∗ is the normalised dominant oscillation
frequency (i.e. in the lock-in region as shown in Figure 4.8 (b) – (d)) or the compo-
nent close to unity if there are multiple frequencies (i.e. at low reduced velocities as
shown in Figure 4.8 (a)). The red bull’s-eye symbols in Figure 4.7 represent the four
different locations (one in the initial branch, two in the upper branch, and one in the
lower branch) where comparisons between free and forced vibrations were investigated.
These locations were chosen to examine across the typical wake mode regimes of free
vibration.

The first comparison location was conducted at λ∗ = 4.33, corresponding to U∗ =
4.19 and f∗ = 0.968 in the initial branch of free vibration. Figure 4.9 shows the
time traces of the free vibration and tracking motion of the cylinder, the total lift
force, the vortex force, and the corresponding phases. As shown in Figure 4.9 (a), the
free cylinder undergoes quasi-periodic oscillations with unstable amplitudes dominated
by the vortex shedding frequency (f∗ = 0.809) and a relatively weaker component
(f∗ = 0.968) close to the natural frequency of the system shown in Figure 4.8 (a).
This quasi-periodic motion response is consistent with the literature and the previous
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Figure 4.5: Plots of the amplitude and frequency responses of freely vibrating circular cylin-
ders. The black open and solid circles represent the A∗max and A∗10 values, respectively, of
a cylinder with D = 40 mm (m∗ = 2.40 and ζ = 2.43 × 10−3, while the blue open and
solid circles represent the A∗max and A∗10 values, respectively, of a cylinder with D = 25 mm
(m∗ = 2.66 and ζ = 2.74× 10−3).
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Figure 4.6: Force and phase angle variation with the reduced velocity: (a) the total trans-
verse lift coefficient (root-mean-square), (b) the total phase, (c) the vortex force coefficient
(root-mean-square), and (d) the vortex phase. The black solid circles represent the results of
a cylinder with m∗ = 2.40 and ζ = 2.43 × 10−3 (D = 40 mm), blue open circular represent
the results of a cylinder with m∗ = 2.66 and ζ = 2.74× 10−3 (D = 25 mm).
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Figure 4.7: Plot of the amplitude response of a freely-vibrating circular cylinder with m∗ =
2.66, with an overlay of the map of the wake regimes by Morse & Williamson (2009a).
The open circles represent the maximum amplitude at each normalised wavelength value of
λ∗ = U∗/f∗, where f∗ is the normalised frequency close to the natural frequency of the system
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Figure 4.8: Normalised power spectra of the cylinder displacement response at m∗ = 2.66
for the four comparison locations: (a) U∗ = 4.19 in the initial branch, (b) U∗ = 4.93 in the
upper branch, (c) U∗ = 5.91 in the upper branch and (d) U∗ = 8.05 in the lower branch.
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Figure 4.9: Time traces of the fluid forces and phases of free and tracking vibrations of a
cylinder at U∗ = 4.09 and Re = 2030: (a) the body motion, (b) the position tracking errors,
ey, (c) the transverse lift coefficient, (d) the total phase, (e) the vortex force coefficient, and
(f) the vortex phase. The black dot-dashed lines represent the response of freely-vibrating
cylinder and the solid red lines represent the response of the tracking cylinder.
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results of the cylinder case at m∗ = 2.4. Figure 4.9 (b) shows the position tracking
errors of the cylinder driven by the motion control system. The errors are extremely
low within 2 × 10−4D (corresponding to 5µm). As the experimental conditions, such
as the flow speed and Reynolds number, are carefully matched, it is expected that the
cylinder body in both free and tracking cases should experience the same fluid forces.
Figure 4.9 (c) and (d) show that the total lift of the tracking cylinder are consistent
with the free vibration case, while the total phases of the two cases are also in good
agreement, remaining φtotal ≈ 0◦ despite slight fluctuations. Further the vortex forces
in Figure 4.9 (e) also show remarkable match between the two cases. As implied by
the vortex phases of φvortex ≈ 0◦ in Figure 4.9 (e), 2S wake modes are present in
both free and tracking cases. Figure 4.10 shows the phase-band averaged results of
PIV measurements which are triggered by the Q4 Controller Board at the same timing
locations. Although the quasi-periodic oscillations with unstable amplitudes make it
fairly difficult to capture sufficient PIV images for each phase, the phase-averaged
results of the two cases in Figure 4.10 still clearly show the same 2S mode configured in
a single-row pattern with the vortices of opposite signs being shed alternatively along
the centerline of the downstream. In particular, the distribution of the vortices of the
two case are remarkably matched. This 2S mode response is consistent with the 2S
regime in the Morse & Williamson map.

Phase (a) Free vibration (b) Forced vibration

t

y

y
/D

x/D x/D

Figure 4.10: Phase-averaged PIV results showing the presence of 2S wake mode for both a
freely vibrating cylinder at U∗ = 4.19, and a tracking cylinder at λ∗ = 4.33. The Reynolds
number of both cases is Re = 2030. The dashed iso-lines (filled blue) represent clockwise
(negative) vorticity, and the solid iso-lines (filled red) represent counter-clockwise (positive)
vorticity.

The second comparison location is conducted at λ = 4.91, corresponding to U∗ =
4.93 and f∗ = 1 at the beginning of the upper branch of free vibration. At this reduced
velocity the frequency spectrum in Figure 4.8 (b) shows the body oscillation frequency
matches the natural frequency of the system (f∗ = 1), indicating the onset of lock-in.
Figure 4.11 shows the time traces of the forces and phases of both free and tracking
cases. The oscillation amplitudes, shown in Figure 4.11 (a), become much larger and
more stable than in the initial branch. The time traces in Figure 4.11 (a)-(e) show that
the total lift, the vortex and the corresponding phases of both the free and tracking cases
are well matched. The results of φtotal ≈ 0◦ and φvortex ≈ 0◦ suggest the presence of 2S
mode at this flow speed for the two cases. The phase-averaged results of the vorticity
fields in Figure 4.12 shows both the free and tracking cases experiences the same 2S
mode organised in a double-row configuration. In particular, the flow structures in
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Figure 4.11: Time traces of the fluid forces and phases of free and tracking cylinders at
U∗ = 4.93 and Re = 2330: (a) the body motion, (b) the position tracking errors, ey, (c)
the transverse lift coefficient, (d) the total phase, (e) the vortex force coefficient, and (f) the
vortex phase. The black dot-dashed lines represent the response of freely-vibrating cylinder
and the solid red lines represent the response of the tracking cylinder.
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Figure 4.12: Phase-averaged PIV results showing the presence of 2S wake mode for both
a freely vibrating cylinder at U∗ = 4.93, and a sinusoidally forced-oscillating cylinder at
λ∗ = 4.91. The Reynolds number of both cases is Re = 2390. Four phases are shown over
one oscillation cycle. The dashed iso-lines (filled blue) represent clockwise (negative) vorticity,
and the solid iso-lines (filled red) represent counter-clockwise (positive) vorticity.
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the very near wake of the two cases are remarkably matched in all the four phases
presented here. It is interesting how well this observation of the 2S mode in the upper
branch agrees well with the Morse & Williamson’s map of a forced-oscillating cylinder.
The previous study of Govardhan & Williamson (2000) proposed that a freely-vibrating
cylinder with low-m∗ζ value experienced a wake mode transition from 2S to 2P which
was associated with the amplitude response jump from the initial to the upper branch,
as the oscillation frequency passed through the natural frequency of the system in water.
However, the present results suggest that the jump in the amplitude response from the
initial to the upper branch in free vibration does not necessarily correspond to a wake
mode transition from 2S to 2P mode. More evidence supporting this finding will be
presented later.

As the cylinder displacement and the transverse lift force in the lock-in region are
often approximated by sinusoidal functions (see Khalak & Williamson 1999; Govardhan
& Williamson 2000; Morse & Williamson 2006, 2009b), it is of significant interest to in-
vestigate the cylinder undergoing sinusoidal forced oscillations under the same flow con-
ditions. For this purpose, the forced oscillation amplitude is set to A∗o = A∗10 = 0.745,
while the oscillation frequency is set to fe = f ∼= fnw = 0.74 Hz (or fe/fSt = 1.02),
where A∗10 is the top 10 percent of the amplitude response and f is the dominant fre-
quency of the free vibration case. Figure 4.13 shows the time traces of the cylinder
displacement, the total lift, the vortex force and the corresponding phases. The mag-
nitude of the total lift measured is CY = max(Cy) = 4.0 which agrees well with the
CY contour levels of Morse & Williamson (2009a) shown in Figure 2.19 (a). The total
phase, as shown in Figure 4.13 (c), remains at φtotal ≈ 0◦. Figure 4.13 (e) and (f) show
the vortex force and the vortex phase, respectively. Compared to the previous tracking
case, the vortex force loses its periodicity, as evidenced by the vortex phase intermit-
tently switching between around φvortex = 0◦ and 180◦ in Figure 4.13 (f). Morse &
Williamson (2009a) found that this intermittent switching behaviour corresponds to
the wake mode switching between 2S and 2Po, which is also confirmed by the present
vorticity field measurements shown in Figure 4.14. The instantaneous PIV snapshots
of 2S and 2Po modes are sorted based on the instantaneous vortex phase values. The
vortices of the 2S mode in Figure 4.14 (a) are organised in a parallel double-row pattern
with a cross-flow spacing of approximately 2D between the positive and negative vor-
tices. On the other hand, the vortices of the 2P mode in Figure 4.14 (b) spread slightly
wider in the cross-flow direction than the 2S mode, and move with a slight oblique angle
with respect to the centre line into the downstream. Additionally, the relatively weaker
vortices of the vortex pairs dissipate quickly around 3D of the downstream. Compared
to the free and tracking cases, the results of sinusoidal forced oscillations have shown
that slight modulation in the cylinder motion can result in significant differences in
fluid forces, phases and the wake modes.

The third comparison location is conducted at λ∗ = 5.45, corresponding to U∗ =
5.91 and f∗ = 1.085 in the middle of the upper branch of free vibration where the free
cylinder experiences largest-scale oscillations (A∗max = 0.88). Figure 4.15 shows time
traces of the cylinder displacement, fluid forces and the phases of both the free and
tracking cases. As expected, the total lift is in phase with the body displacement in
free vibration, with φtotal ≈ 0◦ in Figure 4.15 (d). However, an important result is
found in the vortex phase of the free case experiences intermittent switching between
φvortex ≈ 0◦ and φvortex ≈ 180◦, as shown in Figure 4.15 (f). Although this behaviour
has been observed in forced vibrations, it has not been reported in the previous studies
of free vibration. Further, the phase-averaged vorticity fields in Figure 4.16 show that
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Figure 4.13: Time traces of the fluid forces and phases of a cylinder undergoing sinusoidal
forced oscillations with A∗o = 0.745 and fe/fSt = 1.02 at λ∗ = U∞/(feD) = 4.90 and
Re = 2390: (a) the body motion, (b) the position tracking errors, ey, (c) the transverse
lift coefficient, (d) the total phase, (e) the vortex force coefficient, and (f) the vortex phase,
suggesting the presence of both 2S and 2Po modes. The black dot-dashed lines represent
the position reference and the solid blue lines represent the response of the tracking cylinder.
Note that Te = 1/fe is the cylinder oscillation period.
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Phase No. (a) 2S mode (b) 2P mode
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Figure 4.14: Phase-averaged PIV results showing that 2S and 2Po modes co-exist in si-
nusoidal forced oscillation of a cylinder with A∗o = 0.745 and fe/fSt = 1.02 at λ∗ = 4.90.
The Reynolds number is Re = 2390. Four phases are shown over one oscillation cycle. The
dashed iso-lines (filled blue) represent clockwise (negative) vorticity, and the solid iso-lines
(filled red) represent counter-clockwise (positive) vorticity.
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both 2S and 2Po wake modes, corresponding to the two modes of φvortex, co-exist in
the middle of the upper branch of free vibration. This result is consistent with the 2S
– 2Po – 2P overlapping region of the Morse & Williamson map, and it also confirms
that the 2S ↔ 2P wake mode transition in free vibration corresponds to a sharp jump
of 0◦ ↔ 180◦ in the vortex force but does not necessarily correspond to the initial ↔
upper branch transition.

Of particular interest in this scenario is that the total lift response of the tracking
case no longer matches that of the free case, which results in significant differences in the
total phase, the decomposed vortex force and vortex phase, as shown in Figure 4.15 (c)–
(f). The total lift of the tracking case in Figure 4.15 (c) is out of phase with that of the
free vibration case. The magnitude and root-mean-square values of the lift measured
in the tracking vibration are CY = 2.66 and Cy (r.m.s.) = 1.33, respectively, which are
comparable to CY = 2.56 and Cy (r.m.s.) = 1.23 measured in the free vibration. However,
as shown in Figure 4.15 (c), the vortex force in the tracking vibration is larger than
the total force in magnitude, CV = 4.48, due to a change in the timing of vortex
shedding. Compared to the free vibration case, the vortex force is also more periodic,
giving CV = 4.48 and Cvortex (r.m.s.) = 2.29 considerably higher than CV = 1.40 and
Cvortex (r.m.s.) = 0.37 in the free vibration. However, the total and vortex phases of the
tracking case are more complicated. Figure 4.15 (d) and (f) show that the total phase is
fluctuating slightly around φtotal = 233◦ and the vortex phase is fairly stable at φvortex ≈
207◦. More different tracking vibration tests (each over 100 oscillation cycles), as shown
in Figure 4.17, reveal that they undergo complicated switching phenomena, suggesting
that the wake mode undergoes switching between three different modes: 2S mode
where both φtotal and φvortex are around 0◦, 2Po mode where φtotal is around 0◦ and
φvortex is around or above 180◦, and 2P mode where both φtotal and φvortex are around
or above 180◦. The switching process between the phase modes is completed quickly
within approximately two oscillation cycles. Further, the wake modes identified by the
total and vortex phases are confirmed by the vorticity field measurements. Figure 4.18
shows that the resultant 2S mode in (a) and 2Po mode in (b). More phase-averaged
2P results are shown in Figure 4.19 (b1) and (b2), and the results of 2Po mode are
shown in (b3) and (b4) compared to the 2Po of the free vibration case in (a). Although
the φtotal and φvortex in the tracking vibration can switch simultaneously to around 0◦,
careful comparison still shows the instantaneous Cy and Cvortex do not match those
of the free vibration case during in the zero-phase ranges, which indicates significant
differences in the vortex strength between the two vibration cases.

Sinusoidal forced vibration under the same flow conditions was also investigated.
The oscillation amplitude was set to A∗o = 0.823 equal to the A∗10 value of the free
vibration, and the oscillation frequency was set to the same of the free vibration, fe =
f = 0.804 Hz yielding f∗ = f/fnw = 1.09 and f/fSt = 0.886. Time traces of the
response are shown in Figure 4.20. The total and vortex forces are fairly periodic.
Compared to the free and tracking vibrations, the total lift measured over 200 oscillation
cycles has a similar magnitude of CY = 2.72, but a much higher root-mean-square value
of Cy (r.m.s.) = 1.69 showing that the fluid force is more periodic than the other two
cases. The vortex force, on the other hand, also has a similar magnitude of CV = 4.1,
but has a higher root-mean-square value of Cvortex (r.m.s.) = 2.67. Both the total and
vortex phases are constantly at φtotal ≈ 236◦ and φvortex ≈ 211◦, respectively, which
agree well with the results of Morse & Williamson (2009a) shown in Figure 2.20. Even
though the cylinder is forced to oscillate sinusoidally at the dominant frequency and
the A∗10 amplitude (approximately 6% less than A∗max = 0.877) of the free vibration
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Figure 4.15: Time traces of the fluid forces and phases of free and tracking vibrations of a
cylinder at U∗ = 5.91 and Re = 2860: (a) the body motion, (b) the position tracking errors,
ey, (c) the transverse lift coefficient, (d) the total phase, (e) the vortex force coefficient, and
(f) the vortex phase. The black dot-dashed lines represent the response of freely-vibrating
cylinder and the solid red lines represent the response of the tracking cylinder.
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Phase No. (a) 2S mode (b) 2Po mode
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Figure 4.16: Phase-averaged PIV results showing both 2S and 2Po wake modes co-exist
at U∗ = 5.91 in the middle of the upper branch of free vibration. The Reynolds number is
Re = 2860. Four phases are shown over one oscillation cycle. The dashed iso-lines (filled
blue) represent clockwise (negative) vorticity, and the solid iso-lines (filled red) represent
counter-clockwise (positive) vorticity.
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Figure 4.17: Time traces of the total phase and vortex phase of tracking vibration of a
cylinder at λ∗ = 5.45 in four different experimental tests. The total phase, φtotal, is rep-
resented by the red lines, while the vortex phase, φvortex, is represented by the blue lines.
The φtotal ≈ 233◦ and φvortex ≈ 207◦ are clearly above 180◦ in the test (a) and (b), suggest-
ing only 2P wake mode is present; while both the φtotal and φvortex experience complicated
switching phenomena in (c) and (d), suggesting the presence of three wake modes, 2S, 2Po

and 2P modes.

Phase (a) 2S mode (b) 2Po mode

t

y

y
/D

x/D x/D

Figure 4.18: Phase-averaged PIV results showing that both 2S and 2P wake modes co-exist
in tracking forced vibration of a cylinder at λ∗ = 5.45. The Reynolds number is Re = 2860.
The dashed iso-lines (filled blue) represent clockwise (negative) vorticity, and the solid iso-
lines (filled red) represent counter-clockwise (positive) vorticity.
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Phase No. (a) Free vibration (b) Forced vibration
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Figure 4.19: Phase-averaged vorticity fields of a freely vibrating cylinder with m∗ = 2.66
at U∗ = 5.91, and a tracking cylinders at λ∗ = 5.45. The Reynolds number of both cases is
Re = 2860. The wake mode for the cylinder in free vibration is 2Po mode, while the cylinder
in tracking vibration experiences the wake mode switching among 2S mode (not shown in
this figure), 2Po mode in (b3) and(b4), and twop mode in (b1) and (b2). The dashed iso-
lines (filled blue) represent clockwise (negative) vorticity, and the solid iso-lines (filled red)
represent counter-clockwise (positive) vorticity.
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case, the resultant phases are clearly above 180◦, indicating that the energy transfer is
negative from the structure to the fluid. The vorticity fields in Figure 4.21 show that
the wake mode is 2P in sinusoidal forced vibration, with the secondary vortex in each
pair much stronger than that of the 2Po in free vibration.

The fourth comparison location was conducted at λ = 6.31, corresponding to U∗ =
8.05 and f∗ = 1.276 in the lower branch of free vibration. Figure 4.22 shows time traces
of the dynamic responses of both the free and tracking vibrations. As expected, the
vibration of the free body is highly periodic with very stable amplitudes of A∗max ≈ 0.61
and a well-defined frequency of f∗ = 1.276. Again, both the total and vortex forces
of the vibration cases are also highly periodic and match each other remarkably well.
The magnitude and root-mean-square values of Cy measured in the free vibration are
CY = 0.67 and Cy (r.m.s.) = 0.42, closely matching CY = 0.64 and Cy (r.m.s.) = 0.41
measured in the tracking vibration. However, the total and vortex phases are both
constantly at 180◦ with respect to the cylinder displacement. The vorticity fields in
Figure 4.23 show that the wake mode of both two cases appear to be 2P mode. Since
the previous comparison at λ∗ = 4.33 shows the wake patterns of eight phases in the
tracking vibration case are highly similar to the free vibration case, PIV measurements
were conducted at only one phase for this flow velocity. Despite slight differences at
the downstream location of x/D ≈ 6, the vortex structures are highly similar in the
very near wake of the body.

The dynamic response of the sinusoidal forced vibration is shown in Figure 4.24. The
oscillation amplitude is A∗o = A∗10 = 0.584 and the oscillation frequency is fe = 0.944 Hz
resulting in fe/fnw = 1.276 and fe/fSt = 0.766. As expected, the forces are highly
periodic. The magnitude and root-mean-square values of the total lift are CY = 0.66
and Cy (r.m.s.) = 0.45, respectively, which are consistent with the results of the free and
tracking vibrations. On the other hand, the magnitude and root-mean-square values of
the vortex force are CV = 1.68 and Cvortex (r.m.s.) = 1.17, respectively, which are slight
higher than the results of both the free and tracking vibrations. Additionally, the total
and vortex phases are constantly at 180◦ throughout the tests. Correspondingly, the
vorticity field measurements in Figure 4.25 show that the wake mode appears to be 2P
in (b), with the vortex structures significantly similar to results of the free vibration
case. The present results are consistent with the literature that the dynamic response
in the lower branch of free vibration is represented well by sinusoidal functions (see
Leontini 2007).

4.4 Summary of the chapter

This chapter has presented results of cross-flow VIV of circular cylinders with low mass
and damping ratio. The experimental rigs and methodologies used have been validated
by comparing with the literature. As part of the thesis, the dynamic responses of a
cylinder undergoing free vibration have been compared to the cases of the cylinder
undergoing precise tracking and sinusoidal vibrations under the same flow conditions.

The results of VIV of freely-vibrating cylinders are consistent with the previous
studies. Three distinct amplitude response branches are observed, depending on the
reduced velocity: the initial, the upper and lower branches. The body oscillations in
the initial branch are characterised by quasi-periodic motion influenced primarily by
the vortex shedding frequency and the natural frequency of the system. The ampli-
tude response undergoes a jump to the upper branch at U∗ ≈ 1/St, as the oscillation
frequency passes through the natural frequency of the system in water, indicating the
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Figure 4.20: Time traces of the fluid forces and phases of a cylinder undergoing sinusoidal
forced oscillations with A∗ = 0.823, f/fnw = 1.09 and fe/fSt = 0.886 at λ∗ = U∞/(feD) =
5.45 and Re = 2860: (a) the body motion, (b) the position tracking errors, ey, (c) the
transverse lift coefficient, (d) the total phase, (e) the vortex force coefficient, and (f) the
vortex phase. The black dot-dashed lines represent the position reference and the solid blue
lines represent the response of the tracking cylinder. Note that Te = 1/fe is the cylinder
oscillation period.
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Phase No. (a) Free vibration (b) Forced vibration
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Figure 4.21: Phase-averaged PIV results showing the presence of twopo mode in free vibra-
tion of a cylinder with m∗ = 2.66 at U∗ = 5.91, and twop mode in sinusoidal forced vibration
at λ∗ = 5.45. The Reynolds number of both cases is Re = 2860. Four phases are shown
over one oscillation cycle. The dashed iso-lines (filled blue) represent clockwise (negative)
vorticity, and the solid iso-lines (filled red) represent counter-clockwise (positive) vorticity.
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Figure 4.22: Time traces of the fluid forces and phases of free and tracking vibrations of a
cylinder at U∗ = 8.05 and Re = 3900: (a) the body motion, (b) the position tracking errors,
ey, (c) the transverse lift coefficient, (d) the total phase, (e) the vortex force coefficient, and
(f) the vortex phase. The black dot-dashed lines represent the response of freely-vibrating
cylinder and the solid red lines represent the response of the tracking cylinder.
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Figure 4.23: Phase-averaged PIV results showing that presence of the 2P mode in both free
and tracking vibrations of a cylinder at λ∗ = 6.31. The Reynolds number is Re = 3900. The
dashed iso-lines (filled blue) represent clockwise (negative) vorticity, and the solid iso-lines
(filled red) represent counter-clockwise (positive) vorticity.

onset of the lock-in region. At this point, Govardhan & Williamson (2000) demon-
strated that a cylinder with m∗ = 8.63 underwent a wake mode transition of 2S ↔ 2P
modes, corresponding to a sharp jump in the vortex phase, φvortex = 0◦ ↔ 180◦. How-
ever, the present results of a cylinder with m∗ = 2.66 show that 2S mode is observed
at the beginning of the upper branch where the body oscillation frequency is equal
to the natural frequency of the system, f∗ = 1, and the vortex phase is constantly
at φvortex ≈ 0◦. Adding to the previous studies, the measurements of the forces and
vorticity fields confirm that the 2S mode co-exists with a 2Po mode in the middle of
upper branch at U∗ = 5.91, where the body experiences largest-scale vibration. The
amplitude response undergoes an intermittent-switching transition of between the up-
per and lower branches at higher reduced velocities. This response branch transition is
associated with a sharp jump in the total phase between 0◦ and 180◦, and a 2Po ↔ 2P
wake mode transition. In the lower branch, the fluid force and the cylinder motion are
highly periodic.

Following this, the dynamic response of forced vibrations is directly compared with
that of free vibration at four locations in the three typical amplitude response branches.
The results of a cylinder forced to precisely follow the trajectories of its free vibration
show that the dynamic response of free vibration can be replicated at three locations
in the amplitude-wavelength plane, where the total and vortex phases are constantly
at either around 0◦ or 180◦. In the middle of the upper branch, comparison has shown
significant differences in the dynamic response between free and forced tracking vibra-
tions. Although similar values of the magnitude of the total lift are measured in both
vibration cases, significant differences arise from the total phase, the decomposed vor-
tex force and phase, and the wake modes. The total and vortex phases of the tracking
vibration undergo more complicated switching behaviours. Additionally, the force and
vorticity field measurements have illustrated three wake modes (2S, 2Po and 2P modes)
co-exist at this location in the forced tracking vibration, while only two wake modes
(2S and 2Po) are observed in the free vibration. The fluid-structure system seems to be
very sensitive to any slight perturbations in the middle of the upper branch. However,
the causes for the differences between the two vibration cases remain unclear.

Furthermore, the results of sinusoidal forced vibrations agree well with the recent
study of Morse & Williamson (2009a). Compared closely with the free vibration, the

107



Chapter 4. Vortex-Induced Vibration of Circular Cylinders

-1

-0.5

0

0.5

1

y
/D

(a)

-5

-2.5

0

2.5

5

e y
×
10

4
/D

(b)

-1

-0.5

0

0.5

1

C
y

(c)

0

90

180

φ
to
ta
l
(d
eg
.)

(d)

-2

-1

0

1

2

C
v
o
r
te
x

(e)

0

90

180

0 5 10 15 20

φ
v
o
r
te
x
(d
eg
.)

t/Te

(f)

Figure 4.24: Time traces of the fluid forces and phases of a cylinder undergoing sinusoidal
forced oscillations with A∗ = 0.584 and fe/fSt = 0.766 at λ∗ = 6.31 and Re = 3900: (a) the
body motion, (b) the position tracking errors, ey, (c) the transverse lift coefficient, (d) the
total phase, (e) the vortex force coefficient, and (f) the vortex phase. The black dot-dashed
lines represent the position reference and the solid blue lines represent the response of the
tracking cylinder. Note that Te = 1/fe is the cylinder oscillation period.
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Phase No. (a) Free vibration (b) Sinusoidal forced vibration
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Figure 4.25: Phase-averaged PIV results showing the presence of 2P wake mode for both a
freely vibrating cylinder at U∗ = 8.05, and a sinusoidally-driven cylinder with A∗ = 0.584 and
fe/fSt = 0.766 at λ∗ = 6.31. The Reynolds number of both cases is Re = 3900. Four phases
are shown over one oscillation cycle. The dashed iso-lines (filled blue) represent clockwise
(negative) vorticity, and the solid iso-lines (filled red) represent counter-clockwise (positive)
vorticity.
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results have confirmed that sinusoidal forced vibration is an adequate model for free
vibration in the lower branch. At the locations corresponding to the upper branch of free
vibration, even though the cylinder is forced to oscillate at the A∗10 amplitude response
value of the free vibration, the total and vortex phases are found to be significantly
above 180◦, indicating the energy transfer is negative, from the oscillating structure to
the fluid. This implies sinusoidal forced vibration may not be an adequate model for
VIV in the upper branch.
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Chapter 5

Flow-Induced Vibrations of A
Square Cylinder

5.1 Introduction

It has been well documented in the literature that a square cylinder experiences gal-
loping when the reduced velocity is higher than a critical value. Parkinson & Brooks
(1961) and Parkinson & Smith (1964) developed the foundations for the current state
of the art with a model that predicts the galloping response of a square cylinder at zero
angle of attack, using a quasi-steady theory based on the lift forces on the stationary
body at different angles of attack. The quasi-steady theory can successfully predict
the amplitude response of a square cylinder, including the critical reduced velocity re-
quired for the onset of galloping and a velocity dependent hysteresis phenomenon in the
amplitude response. Irrespective of their orientation, square cross-sectional cylinders
have fixed flow separation points and an “afterbody”, meaning that they are suscepti-
ble to both galloping and VIV. Parkinson & Wawzonek (1981) showed that the onset
of galloping of rectangular cross-sections can lie in the range of velocities at which a
body can also experience VIV, with the possibility that a combination of galloping and
VIV could occur simultaneously. Bokaian & Geoola (1984) observed experimentally a
combination of galloping and VIV leading to a modified quasi-steady theory to account
for the combined effects. Further experiments by Bearman et al. (1987) on the mixed
modes of galloping and VIV of square cross-section revealed surface pressure frequen-
cies at both the vortex shedding frequency of the stationary body and the oscillation
frequency of the body, with the oscillation dominating near the VIV resonant region.
Corless & Parkinson (1988, 1993) applied the Hartlin-Currie VIV wake-oscillator model
and the quasi-steady theory to model the combined effects with multiple time scales,
and the results agreed reasonably well with the experiments of Bearman et al. (1987).

In contrast to VIV of a circular cylinder and galloping of a square cylinder at zero
angle of attack, however, much less research has been undertaken to investigate FIV
of a square cylinder with varying physical angle of attack. Naudascher & Wang (1993)
have reviewed the effect of angle of incidence on flow over prismatic structures but this
was not extended to the study of the transition between galloping and VIV or their
combined effect. A square cylinder with a physical angle of attack of 45◦ with respect to
the free stream, would be expected to experience a VIV response, as the locations of its
symmetric fixed flow separation points would be similar to those of a circular cylinder
case. Therefore, of primary interest in this thesis is the influence of the angle of attack
on the dynamic response of a freely vibrating square cylinder with low mass-damping
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ratio.

The experimental results of FIV of a square cylinder with varying angle of attack
are presented in §5.2. Initially, two limiting angles of attack, α = 45◦ and α = 0◦,
are discussed in §5.2.2 and §5.2.3, respectively. §5.2.4 presents the dynamic response
of a square cylinder over a parameter map of the reduced velocity and angle of attack.
Further experimental results of VIV of a diamond cylinder at different mass ratios are
presented in §5.3. Lastly, a brief summary of this chapter is given in §5.4.

5.2 FIV of a square cylinder with angle of attack variation

5.2.1 Experimental details

Two bluff body models, a square cross-sectional cylinder and a circular cylinder, were
used for the experiments discussed in this section. The square cylinder model used
was the cylinder Body V in Table 3.3 in §3.5. The side width of the cylinder was
W = 25 mm, and the immersed length of the body was L = 778 mm, giving a displaced
water mass of md = ρW 2L = 483 g. The total mass of the oscillating system was
m = 1065 g, resulting in a mass ratio of m∗ = 2.2. The natural frequencies in air and
water were fna = 0.769 Hz and fnw = 0.635 Hz, respectively. The structural damping
ratio was ζ = 2.95 × 10−3. The free end of the cylinder was located with a small
gap of 2 mm to the water channel floor. On the other hand, the circular cylinder had
an outside diameter of D = 25 mm, a mass ratio m∗ = 2.2 (the same as the square
cylinder), and also a 2 mm-gap free end condition.

The angle of attack of the square cylinder, as schematically shown in Figure 3.15
in § 3.5, was varied from α = 0◦ to α = 45◦ with the increments of ∆α = 2.5◦. The
reduced velocities investigated ranged from U∗ = 2.2 to U∗ = 18, corresponding to a
Reynolds number range of 2500 6 ReH 6 12500. Experimental results were recorded
over a 20 min period for each parameter combination of velocity and angle of attack.
This recording length provided accurate representation of the FIV phenomena for a
minimum of 800 oscillation cycles, and was found to be sufficient to successfully capture
the intermittent behaviour in the transitional regions.

5.2.2 VIV response at α = 45◦

The flow-induced vibrations of the square cylinder are first investigated for the limiting
case of α = 45◦ (also referred to the diamond cylinder in this study). The vibrational
response and wake modes are compared against the well-known VIV response of a
circular cylinder. The diamond orientation enforces symmetric flow separation points at
the side corners of the body, leaving half the body immersed in the separated wake, i.e.
the so-called afterbody. These features are comparable to those of a circular cylinder,
producing a wake morphology similar to the one generated by a circular cylinder.

5.2.2.1 Amplitude, frequency and phase responses

Figure 5.1 shows the amplitude, frequency and phase responses of the diamond cylinder
compared along with the results of a circular cylinder at the same mass ratio. As shown
in Figure 5.1 (a), the A∗max and A∗10 results of the diamond cylinder exhibit an amplitude
response fashion that is comparable to the circular cylinder case. The oscillations of the
diamond cylinder starts with very low amplitudes (A∗10 ≈ 0.1) at low reduced velocities
(U∗ < 3), and then the oscillation amplitudes suddenly increase to A∗10 ≈ 0.31 at
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Figure 5.1: Comparison of the normalised amplitude and frequency responses, and the
total phase of a circular cylinder and a diamond cylinder. In (a), the black solid and open
circles represent the A∗10 and A∗max, respectively, of the circular cylinder (m∗ = 2.2 and
ζ = 2.95×10−3); the blue solid and open diamonds represent the A∗10 and A∗max, respectively,
of the diamond cylinder (m∗ = 2.2 and ζ = 2.95 × 10−3). In (b) and (c), the black solid
circles resp-resent the results of the circular cylinder, and the blue solid diamonds resp-resent
the results of the diamond cylinder. The black dashed line represents the normalised vortex
shedding frequency, St = 0.205, of the stationary circular cylinder, while the blue dashed line
represents St = 0.167 of the stationary diamond cylinder. The symbols highlighted in red
brackets represent locations where the wake vorticity field is measured.
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U∗ = 3.5. As U∗ is further increased, the A∗10 response follows a linear growth trend
to a resonant upper branch without a clear “initial – upper” branch jump such as is
observed in the circular cylinder case. For both geometries, the upper branch begins
at U∗ = 1/St when the oscillation frequency passes through the natural frequency in
water, namely f∗ = f/fnw = 1. The peak value of A∗10 of the diamond cylinder is
A∗10 = 0.75 (correspondingly A∗max = 0.85) at U∗ = 6.0, which is 10% lower than that
(A∗10 = 0.84) of the circular cylinder. However, it should be noted that the amplitudes
are normalised by the characteristic length, H, complicating direct comparisons between
the amplitude response of the two geometries. Both bodies follow the same gradual
decrease from the upper branch with no intermittent behaviour, due to the influence
of the end conditions [see Morse et al. (2008)]. At the reduced velocities of 8 < U∗,
the maximum amplitude remains in a range of 0.5 < A∗max < 0.6, diverging from the
circular cylinder case where there is a drop in amplitude to small oscillations when the
body’s vibrations and the vortex shedding desynchronise. However, the A∗10 maintains a
constant value of A∗10 = 0.4 over this reduced velocity range. Figure 5.2 illustrates that
the diamond cylinder’s motion gradually loses its periodicity as the reduced velocity is
increased from the resonance region to higher values.

The amplitude response of the diamond cylinder clearly exhibits a VIV response.
The current results also suggest that, compared to the typical three-branch response of
the circular cylinder, the diamond’s oscillation amplitude increases to the upper branch
more gradually with no independent initial branch for the same mass ratio.

Figure 5.1 (b) shows the frequency response of the two bodies. The results of the
circular cylinder exhibit a classic VIV frequency response fashion for low mass-damping
ratio. At low reduced velocities in the initial branch, the circular cylinder’s oscillation
frequency response exhibits two main components, with one component following the
Strouhal number functional trend of the stationary body (St = 0.205) and the other
component remaining close to the natural frequency of the system in water (f∗ = 1).
As the amplitude response jumps up to the upper branch, the body’s oscillations are
highly periodic with a well-defined dominant normalised frequency close to unity. The
f∗ departs away from the Strouhal number function trend and increases monotonically
as the reduced velocity is increased up to U∗ ≈ 7.5. As U∗ is further increased, the
amplitude response jumps down to the lower branch, and the normalised frequency
remains to a constant value of f∗ = 1.3 throughout the lower branch. At higher
reduced velocities of 13.5 < U∗, the cylinder’s oscillations lose periodicity with the
amplitudes gradually dropping down to A∗10 ≈ 0.12 (correspondingly A∗max ≈ 0.2),
whereas the frequency response exhibits two main components with one component
close to f∗ = 1.5, and a secondary component following the Strouhal number function
trend again. These results agree well with those of a circular cylinder with low mass-
damping ratio reported in the literature and other experiments from the present study.

The frequency response of the diamond cylinder behaves differently. At the lowest
velocity investigated, U∗ = 2.5, the body oscillation frequency has two main compo-
nents: one at the natural frequency of the system in water and the other matching
the vortex shedding frequency of the body at rest, f∗/U∗ = St = 0.167. For all the
other velocities, the oscillations are dominated by a single frequency. For 2.5 < U∗ < 5,
the response is clearly influenced by the natural frequency of the system, with values
fluctuating in a range of 0.8 < f∗ < 1.2 and coinciding with the transition to the up-
per branch on the amplitude plot. In the reduced velocity range of 5 6 U∗ 6 8, the
frequency response f∗ increases monotonically with U∗, which is comparable to the cir-
cular cylinder case. In this region, the diamond cylinder, similar to the circular cylinder

114



5.2. FIV of a square cylinder with angle of attack variation

-1

-0.5

0

0.5

1

0 10 20 30 40

y
/D

(a) Circular cylinder at U∗
≈ 6

-1

-0.5

0

0.5

1

0 10 20 30 40

y
/D

(c) Circular cylinder at U∗
≈ 8

-1

-0.5

0

0.5

1

0 10 20 30 40

y
/D

(e) Circular cylinder at U∗
≈ 10

-1

-0.5

0

0.5

1

0 10 20 30 40

y
/D

τ

(g) Circular cylinder at U∗
≈ 14

-1

-0.5

0

0.5

1

0 10 20 30 40

y
/H

(b) Diamond cylinder at U∗
≈ 6

-1

-0.5

0

0.5

1

0 10 20 30 40

y
/H

(d) Diamond cylinder at U∗
≈ 8

-1

-0.5

0

0.5

1

0 10 20 30 40

y
/H

(f) Diamond cylinder at U∗
≈ 10

-1

-0.5

0

0.5

1

0 10 20 30 40

y
/H

τ

(h) Diamond cylinder at U∗
≈ 14

Figure 5.2: Displacement time histories of the circular cylinder (in the left column) and di-
amond cylinder (in the right column) illustrating the loss periodicity in the oscillations with
increasing reduced velocity. The circular cylinder’s oscillations are periodic in the upper and
lower branches as shown in (a), (c) and (e), and then lose their periodicity in the desynchro-
nisation region as shown in (g). The diamond cylinder’s oscillations, on the other hand, are
periodic in the resonant region as shown in (b) and (d), and then lose their periodicity at
higher reduced velocities of U∗ > 8.
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case, experiences resonance with the largest-amplitude oscillations. For U∗ > 8, the
diamond cylinder’s oscillations are dominated by the vortex shedding frequency, with
f∗ following the Strouhal number function trend of St = 0.167. However, the body’s
oscillations lose their periodicity as evidenced by the time-histories in Figure 5.2 (g).

Figure 5.1 (c) shows the corresponding total phase difference, φtotal, between the
transverse lift force and the body’s displacement. The transverse lift force and the
displacement of the circular cylinder remains in-phase, just above φtotal = 0◦ throughout
the initial and upper branches before jumping sharply out of phase to around φtotal =
180◦ at U∗ ≈ 7.8. This jump has been well discussed previously in § 4 where it
is associated with the upper – lower branch transition and that it occurs when the
body oscillation frequency passes through the natural frequency of the system in air
(Govardhan & Williamson 2000). The phase relationship for the diamond cylinder
shows a similar phase jump from φtotal = 0◦ to φtotal = 180◦ at U∗ = 7.5 as the circular
cylinder. However, the φtotal of the diamond cylinder gradually dips to φtotal = 150◦

at U∗ = 7.75 before fluctuating around φtotal = 170◦ with the dominant oscillation
frequency following the Strouhal number function trend for higher reduced velocities.
The frequency and phase responses of the diamond cylinder clearly behave in a VIV
fashion. Compared to the circular cylinder, the geometry of the diamond weakens
the coupling of the body’s oscillation to the natural frequency of the system – the
oscillations remain fixed to the timing of the vortex shedding for U∗ > 8.

5.2.2.2 Wake modes

Recent investigations into oscillating circular cylinder have studied the vortex structures
in the maps and classifications of vortex modes for a freely vibrating (Govardhan &
Williamson 2000) body and a sinusoidally-driven oscillating body (Leontini et al. 2006a;
Carberry et al. 2004b; Morse & Williamson 2009a). Govardhan & Williamson (2000)
showed that a circular cylinder with low mass-damping ratio undergoes a transition of
wake mode from 2S to 2P when the amplitude response jumps from the initial branch
to the upper branch.

Vorticity contours of the wake mode of the diamond cylinder are shown along-
side those of the circular cylinder in Figure 5.3 for a reduced velocity of U∗ = 8.
The sequence of phase averaged plots of the vorticity contours recovers the known
2Pvortex shedding mode for the circular cylinder, as captured originally by Govard-
han & Williamson (2000), for the lower branch. The figure shows the vortex shedding
in 8 phases of one oscillation cycle, with dashed iso-lines representing negative, clock-
wise (CW) vorticity, and solid iso-lines representing positive, counter-clockwise (CCW)
vorticity. At the beginning of the oscillation cycle, phase No.1 in Figure 5.3 (a), the
circular cylinder is moving upwards and crosses the centerline in the positive direction,
shedding a CCW vortex from the bottom shear layer. CW vorticity attached to the
top shear layer is being drawn across the center-line of the wake. As the body reaches
the top of the oscillation cycle in phase No.3, the top shear layer sheds a weak vortex
that is advected downstream in the wake and pairs with the stronger vortex of opposite
sign (shed in phase No.1) forming a counter-rotating vortex pair. The process is mir-
rored about the centerline in phases No.5-8, as the negative sign shear layer moves back
across the centerline and sheds a strong CW vortex in phase No.5, separating as the
positive vorticity moves upwards into the shear layer. This is paired by a weaker CCW
vortex (in phase No.8) as the body completes one oscillation cycle. This final pair is
observable in the far wake of the first phase of the next cycle (as shown in phase No.1).
The secondary weak vortex in these pairs is shed due to the stretching of the shear

116



5.2. FIV of a square cylinder with angle of attack variation

Phase No. (a) Circular cylinder (b) Diamond cylinder

(1) t

y

y
/H

0 1 2 3 4 5 6
2

1

0

1

2

0 1 2 3 4 5 6
2

1

0

1

2

(2) t

y

y
/H

0 1 2 3 4 5 6
2

1

0

1

2

0 1 2 3 4 5 6
2

1

0

1

2

(3) t

y

y
/H

0 1 2 3 4 5 6
2

1

0

1

2

0 1 2 3 4 5 6
2

1

0

1

2

(4) t

y

y
/H

0 1 2 3 4 5 6
2

1

0

1

2

0 1 2 3 4 5 6
2

1

0

1

2

x/H x/H

Figure 5.3: Phase-averaged PIV results showing the lower branch 2P shedding modes of
a circular cylinder and a diamond cylinder at U∗ = 8. Eight phases are shown over one
oscillation cycle. The dashed iso-lines (filled blue) represent clockwise (negative) vorticity,
and the solid iso-lines (filled red) represent counter-clockwise (positive) vorticity.
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Figure 5.3: Phase-averaged PIV results showing the lower branch 2P shedding modes of
a circular cylinder and a diamond cylinder at U∗ = 8. Eight phases are shown over one
oscillation cycle. The dashed iso-lines (filled blue) represent clockwise (negative) vorticity, and
the solid iso-lines (filled red) represent counter-clockwise (positive) vorticity. (Continued).

118



5.2. FIV of a square cylinder with angle of attack variation

layer across the centre line as the body changes direction. The stronger vortices are
separated from the shear layer in the high strain field where large vorticity of opposite
signs interact behind the body.

On the other hand, as shown in Figure 5.3 (b), the diamond cylinder also reveals
the same 2P shedding mode as the circular cylinder, albeit with different features. The
corners of the diamond fix the location of the shear layer separation and so determine
where the vortex roll-up begins, while the sharp after-body creates a high strain field
behind the trailing edge. This results in more concentrated vortex cores that separate
from the shear layer closer to the body than for the circular cylinder. This earlier
spatial evolution of the vortex splitting also leads to a different organisation of vortices
in the far wake. The same vortex shedding phases are presented as discussed above
with respect to the circular cylinder. In the phase No.1, the negative vorticity around
the body crosses the certerline and splits in the high strain field at the trailing edge.
It then adverts downstream (in the phases No.2-4) near the center-line with only a
streamwise component of motion. The CCW vortex closest to the body is advected
with the wake. As for the circular cylinder, this is mirrored along the center-line (in
the phases No.5-8) with vortices of the opposite sign. The first vortex shed from the
shear layers in each phase is weaker than the second one. However, in the diamond
cylinder’s wake they do not pair with vortices of the opposite sign, forming instead a
four row vortex arrangement over the first 5H of the wake length. In this region the
wake is characterised by strong vortices that expand out into the wake and have vorticity
of the same sign as the shear layer on that side of the wake. Weaker vortices advect
downstream in a path that remains close to the center-line, in a line of alternating sign.

The phase averaged plots show that the vortices from the diamond cylinder are
more compact than those seen in the wake of a circular cylinder. This, at least in part,
can be attributed to two factors: the vortices have smaller cores because of how they
are generated, and because there is less variation in the position of the vortices across
the individual PIV snapshots. Both of these factors arise from the body’s geometry and
its fixed separation points. The difference in vortex spacing between the two bodies
can also be attributed to differences in the characteristic length, H, which appears in
both the length scale and the reduced velocity, U∗. Additional wake visualisations (not
shown) revealed that the wake transition from a 2S mode to a 2P occurred over the
reduced velocity range of 3.75 6 U∗ 6 4.25 for both body geometries.

5.2.3 Galloping response at α = 0◦

The flow-induced vibrations discussed above are for one limiting case, the diamond
orientation, and revealed a VIV response that compared well with the VIV of a circular
cylinder. The second limiting case for the square cross-section is at α = 0◦, the square
orientation. This configuration shares the same symmetries as the diamond case, but
has been shown to be susceptible to galloping at a similar reduced velocity range for low
mass-damping ratios (Bearman et al. 1987). Galloping of square cylinders is briefly re-
viewed here based on results taken with this experimental facility, primarily to validate
and to contrast it with the VIV seen in the diamond case.

5.2.3.1 Amplitude and frequency responses

The amplitude and frequency responses of the present square orientation undergoing
galloping are shown in Figure 5.4 (a) and (b), respectively. Figure 5.4 (c) shows a
comparison of the amplitude response of the present study and other experiments in

119



Chapter 5. Flow-Induced Vibrations of A Square Cylinder

the literature. To account for varying mass ratios the amplitude is re-normalised as
A′ = A∗/2m∗, and the reduced velocity is re-normalised as U ′ = U∗/2m∗ – similar to
the method used by Parkinson (1989). The present results of the amplitude response
agree well with the prior work, which covers a wider mass ratio range of 5 6 m∗ 6 15.
The variation of amplitudes across the studies is attributable to different experimental
conditions (Parkinson 1989) and turbulence intensities of the experiments. A noticeable
deviation from the trend occurs around U ′ = 0.55, where the amplitude deviates from
the linear growth – this will be addressed later in this section.

As shown in Figure 5.4 (a), the amplitude response of the square cylinder is char-
acterised by a monotonic increase with velocity and, unlike VIV, it is not self-limited.
Hence, for the reduced velocities above U∗ = 9, the A∗10 amplitudes of galloping are
much larger than those achieved in the VIV upper branch. The maximum A∗10 observed
is A∗10 = 1.5D at the maximum investigated reduced velocity of U∗ = 18. Around
U∗ = 14, the body experiences a slight deviation from the linear amplitude growth
trend. This “kink” in behaviour has also been observed by Bearman et al. (1987) in
their wind-tunnel experiments with low damping ratio, it was not, however, predicted
by the quasi-steady theory. Bearman et al. (1987) correlated it with a transverse force
component occurring at three times the body oscillation frequency, a result also found
in the present force measurements. They also attributed the “kink” behaviour to com-
plex vortex formation caused by the high strain imposed by the sharp afterbody corners
on the shear layers.

The frequency response shows that the initial vibrations of the square orientation
occurs with the dominant frequencies above the natural frequency of the system, f∗ > 1.
The body starts to oscillate at very low reduced velocities (U∗ < 4), due to the imposed
lift force exerted by the vortex shedding. At U∗ = 4 the oscillation frequency drops
down to f∗ ≈ 0.4, which is lower than the vortex shedding frequency and indicates
that the body experiences galloping. For 4 6 U∗ 6 8, the body oscillation frequency
increases gradually until it reaches a value of f∗ = 0.6 at U∗ = 8. After that it remains
constant over 9 6 U∗ 6 11, and then increases again to reach a peak value f∗ = 0.8 at
U∗ = 15. The f∗ values drop down to f∗ ≈ 0.6 for higher U∗. This change occurs just
after the “kink” in the amplitude response.

5.2.3.2 Wake modes

Figure 5.5 shows a comparison of the wake mode of the square cylinder and the circular
cylinder at the same reduced velocity, U∗ = 8. The wake structures of a body un-
dergoing galloping is a combination of vortices shed at the body’s shedding frequency,
and that of the body’s vibration frequency, with two vortex system coexisting. Flow
separation from the square cylinder occurs at the leading corners, with a shear layer
visibly extending to the rear of the body. The square body can be seen to shed large
vortices of similar initial size to the circular cylinder, which remain attached to the
shear layer up to 1.5D downstream of the afterbody. These vortices, however, diffuse
rapidly further downstream.

The nature of the wake modes of a bluff body undergoing galloping has received
little interest in the literature, unsurprising given that it is not the driving cause of
the vibrations. It would have been interesting, however, to obtain better insight into
the vortex formation in the region of the amplitude “kink” where the lift force shows a
third frequency component. However, the current visualisation of position-based phase
averaged vorticity could not capture the cause of the third harmonic in the lift force
shedding.
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Figure 5.4: Galloping response of a square cylinder at α = 0◦ over a range of reduced ve-
locities investigated: (a) amplitude response and (b) frequency response. The red bordered
symbols are locations where the PIV measurements were taken for wake structures.(c) Vali-
dation of the current response (filled squares) re-normalised and compared to galloping data
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Geoola (1983). The symbols highlighted in red brackets represent locations where the wake
vorticity field is measured.
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Figure 5.5: Vorticity plots of shedding modes of (a) the circular cylinder in the lower branch
2P shedding modes and (b) the square cylinder with 2S mode at the same reduced velocity
U∗ = 8.

5.2.4 Dynamic response with varying angle of attack

The previous results have shown that square cross-sectional cylinders are susceptible
to galloping at α = 0◦ and VIV at α = 45◦. This section will present how the angle of
attack affects the response of the freely vibrating cylinder, with a particular focus on
the transition from VIV to galloping.

5.2.4.1 Amplitude response

Figure 5.6 shows the A∗10 amplitude response to reduced velocity with varying angle of
attack. Figure 5.6 (a) reveals the three distinct responses of the square section: (i) from
α = 45◦ down to α = 25◦ the amplitude response follows the VIV fashion of the diamond
orientation, with both upper and lower branches present. The peak A∗10 ridge of the
VIV upper branch is shown in Figure 5.6; (ii) for the angle range of 0◦ 6 α 6 7.5◦,
the body’s oscillations follow a trend of increasing amplitude with velocity, as seen
in galloping of the square section. This response has a distinct boundary at α = 7.5◦;
(iii) a third region lies between the VIV and galloping dominated regimes. It has a high
amplitude resonant branch not seen in galloping, and separate to the upper branch seen
in VIV amplitude branches. This higher branch (HB) reaches a maximum amplitude
close to α = 20◦ at U∗ = 8. The peak ridge of this branch is highlighted with a blue
line in Figure 5.6 (a).

The amplitude response is VIV dominated for angles of attack of 25◦ 6 α 6 45◦ and
resembles that of the diamond orientation. The peak value of the resonant upper branch
decreases from A∗10 = 0.76 to 0.56 as the angle of attack moves away from the diamond
configuration. The change in angle also reduces the geometry’s shedding frequency that
drives the resonant oscillations, and therefore shifts the peak of the resonant upper
branch from U∗ = 1/St = 5.5 at α = 45◦ to 1/St = 6.5 at α = 25◦. A consequence of
this is the onset of the upper branch occurring at increasingly higher velocities, thereby
revealing an initial branch in the amplitude response. This branch is similar to that
seen in circular cylinder results. The upper to lower branch transition approaches a
linear gradient until there is no clear distinction between the two amplitude branches.

A new amplitude branch is observed in Figure 5.6 over the angle of attack range
of 10◦ 6 α 6 22.5◦. Its amplitude is considerably higher than that seen in the upper
branch associated with VIV. The peak amplitude of A∗10 = 0.9 is at U∗ = 8 and at an
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Figure 5.6: (a) A 3D plot showing the amplitude response, A∗10, of the dominant oscillation
frequency against the reduced velocity, U∗, and angle of attack, α. (b) A 2D plot showing the
same amplitude response as a function of the reduced velocity with all angles superimposed,
with the diamond, α = 45◦, at front. The response curves are in decreasing increments of 2.5◦.
The sharp transition from a galloping to a combined response is seen in the plots between
7.5◦ to 10◦. The peak of the VIV upper branch (VIV UB) occurs at α = 45◦, U∗ = 5.75, and
the new amplitude branch (HB) peak occurs at α = 20◦, U∗ = 8. (c) A 3D plot showing the
mean amplitude response, y/H, for the same angle and reduced velocity regimes. (d) A 2D
plot for the same mean amplitude response. Angles of attack of 2.5◦ and 5◦ show a negative
mean amplitude response centred around U∗13, while the maximum deviation of the mean
from the zero position is seen at α = 10◦. The influence of the upper and higher branch on
the mean amplitude is visible in the positive peaks centred around U∗ = 5 and U∗ = 8.
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angle of α = 20◦ and, unlike the upper branch of VIV, the extent of the velocity range of
the HB is strongly dependent on the angle of attack. The two resonant branches (VIV
upper branch and the higher branch) are seen to co-exist in the range of 20◦ 6 α 6 22.5◦,
with the HB amplitude jumping sharply over a narrow velocity range, suggesting a rapid
switch in the dominant oscillation mode. This is confirmed in the frequency analysis
using the wavelet method. For velocities above those where the HB and VIV UB occur,
the A∗10 oscillation amplitudes decrease with velocity and are consistent in magnitude
for the two branches.

When the angle of attack is reduced below α = 10◦ the oscillation amplitude re-
sponse dramatically changes as the square orientation is approached and the galloping
mode dominates the response. At α = 7.5◦ the oscillations no longer follow the lower
branch trend of VIV but increase in amplitude with increased velocity — neither the
VIV upper branch nor the HB resonant characteristics are present in the amplitude
response. As the angle of attack approaches the symmetric square orientation, the
amplitude response smooths out to the response seen in classical galloping response.

The distinct boundary seen in the A∗10 response separating galloping and the new
higher branch regimes only reveals part of the transition. The change in oscillation
amplitudes occurs simultaneously with the body’s average position moving away from
the mean position at rest due to the net mean lift acting on the body (shown in Fig-
ure 5.6 (c) and (d). The largest offset in the mean occurs at α = 10◦, corresponding to
the oscillations switching from large amplitude and low frequency galloping oscillations
to higher frequency oscillations with smaller amplitudes.

An observation of the mean body position in Figure 5.6 (c) and (d) highlights
two important features of the mean amplitude behaviour. Firstly, the mean position
deviates from the zero position at parameter values matching the VIV upper branch
and the higher branch resonant peaks. In these resonant regions the oscillations are
dominated by a single frequency with varying amplitude, as seen in the upper branch
of low mass-damping circular cylinders. Secondly, outside of the peak resonant regions,
the deviation of the mean from the zero position increases as the angle of attack moves
away from the diamond case, due to the square’s pressure distribution generating an
increasing net lift. The growth is gradual in the VIV dominated region of 22.5◦ 6
α 6 45◦, and then becomes rapid in the HB region reaching the largest deviation at
α = 10◦. At angles of attack below this the zero mean position is recovered as the body
approaches the symmetric square cylinder orientation. Unexpected results observed in
Figure 5.6 (d) are the negative values in the mean position of the body at low angles
of attack (α < 10◦), with a deviation from the zero position of up to y/H = −0.1 for
selected reduced velocities in the range of 8 < U∗ < 15.

The amplitude response with varying angle of attack clearly reveals the various flow-
induced vibration modes of the square. The oscillation amplitude and mean position
show a clear transition in the behaviour from α = 7.5◦ to 10◦, due in part to the location
of the separation points imposed by the corners of the square. As the body is rotated
clockwise in Figure 3.15, the separation point attached to the top leading corner of the
square moves with the geometry’s corner towards the centre line. As the angle of attack
α increases, the flow reattaches to the bottom surface of the square and the bottom
separation point shifts from the leading bottom corner to the trailing corner, which in
turn approaches the centre line as the body rotates further. The jump in location of the
bottom separation point is the probable cause of the transition between the galloping
and higher branch behaviour.
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5.2.4.2 Frequency response

The frequency responses at different angles of attack are shown in Figure 5.7. The sym-
bols on the plots represent frequency power spectrum peaks and the contours represent
the relative normalised energy of the frequency spectra. Symbols are associated with
the different frequency response regimes classified as follows: Filled circles represent
frequencies associated with VIV behaviour, including the body’s shedding frequency
and those close to the body’s natural frequency. The open circles represent frequencies
in the higher amplitude branch. The open squares are for lower frequencies associated
with galloping oscillations. Symbol size indicates the relative energy contained by the
dominant frequency of oscillation at each reduced velocity, a useful visualisation aid
when there are multiple frequencies present in the signal, as it can show the rate of
transfer of spectral energy between dominant frequencies as a function of reduced ve-
locity. The normalised frequency contours superimposed on the plots also reveal energy
transfer as well as indicating the periodicity of the signal. In the case of α = 45◦ in
Figure 5.7, the contours expand over an increasingly larger frequency range as U∗ in-
creases, simultaneously the filled circles shrink in size. This can be interpreted as the
energy in the system remaining centred around the dominant frequency (the shedding
frequency here), but distributed over an increasingly wider band of frequencies. The
wider band signals a loss in the periodicity of the oscillations as the reduced velocity
is increased. Such insight into the frequency response of the diamond is not apparent
when inspecting solely the peak frequency values as shown in Figure 5.1. Two guide
lines are also shown in the figures, one at St = 0.167, the shedding frequency of the
diamond cylinder, and the other at its first sub-harmonic.

Inspecting the frequency response in the VIV dominated regime over the domain
α = 25−45◦ shows that the body follows the same trend as the diamond cylinder. At
each angle of attack within this region, increased velocity causes the frequency response
to follow a line of constant gradient outside of the resonant region of the upper branch.
This gradient, f∗/U∗ = St, is equal to the frequency of the static body’s vortex shedding
at the specified angle of attack. The change in the gradient within the VIV response
region shows the decrease in shedding frequency as the angle of attack is decreased.
At high reduced velocities the contours reveal low broadband oscillation frequencies,
as the VIV lower branch loses periodicity. This low frequency component is a result of
mixed mode behaviour caused by the body’s susceptibility to galloping.

At an angle of attack of α = 22.5◦ the cylinder’s motion maintains the shedding
frequency except in the region of 7.75 6 U∗ 6 9, where it is dominated by a lower
frequency. This, unsurprisingly, coincides with the higher branch amplitude response
and is the associated characteristic frequency trend observed over the angle range of
5◦ 6 α 6 22.5◦. It is represented by open circles in Figure 5.7. The oscillation has a
frequency below that of the VIV response, and locks to a constant Strouhal value.

At lower angle of attack values of (10◦ < α < 15◦) the response contains multiple
low frequency bands, indicative of complicated fluid-structure interactions. A mixed
mode of vibration that is a non-linear combination of galloping and VIV is however
probable.

For values below α = 10◦ the response contains only the low frequency oscillations
observed in galloping. The kink seen in the galloping amplitude response in Figure 5.6
(also observed by Bearman et al. (1987)) for the angles of α = 0−10◦ occurs along
with a change in oscillation frequency response. For the square symmetric orientation
and the small angle of α = 2.5◦, there are two low frequency branches: the first is
seen up to a U∗ = 15 for the square and up to U∗ = 14 for α = 2.5◦, characterised
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Figure 5.7: Square cylinder oscillation frequency response f∗ to increasing reduced velocity
U∗, at various angle of attack α. Shaded regions are contours of relative normalised inten-
sity in wavelet energy. Filled circles represent shedding frequencies; Open circles represent
frequencies associated with higher branch. (To be continued).
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Figure 5.7: Open squares represent lower frequencies including those associated with gal-
loping. The size of the symbols relate the power magnitude of the peaks. The dashed lines
represent the Strouhal frequency St = 0.167 of the diamond cylinder and its first subhar-
monic. (Continued).
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by a gradual increase in f∗ with U∗; the second behaviour is a decrease in frequency
approaching f∗ = 0.5. These two branches form a continuous trend at α = 0−2.5◦, but
become discontinuous at α = 5◦ (located at U∗ = 15), leading to a sudden jump in the
frequency of oscillations.

5.2.4.3 Wake modes

Figure 5.8 shows four phases of the shedding modes for (a) the VIV upper branch and
(b) the combined FIV higher branch at α = 20◦ over one oscillation period. Of immedi-
ate interest from the perspective of circular cylinder studies is the vortex formation for
the VIV upper branch. At U∗ = 5, the square cylinder is in the centre of the resonant
region in the upper branch of VIV, which we have shown in § 5.2.2.2 produces a 2P
mode for in the diamond orientation.

At the beginning of the oscillation period [(1) in Figure 5.8 (a)], the square cylinder
is moving upwards across the centreline of the oscillation cycle, and a clockwise (CW)
vortex forms on the topside of the cylinder, with a counter clockwise (CCW) vortex,
already shed, behind the cylinder. At the second phase (2), near the top of the body
motion, CCW vorticity from the bottom wraps around the trailing edge of the body,
and the top vorticity sheet splits in the strain region where the vortices meet near the
top-right corner of the cylinder, causing the shedding of a CW vortex. The positive
vorticity around the body increases (3) as the body moves back down through the
centreline, forcing the top shear layer to shift further from the body. At the bottom
of the motion (4), the top vortex sheet sheds another CW vortex, and vorticity of the
same sign develops on the rear of the body, leading to the CCW vortex that is shed in
the first phase of the cycle from bottom corner of the cylinder. Thus a P+S shedding
mode is observed with two vortices shed from the top side of the cylinder in each cycle.
The first vortex shed from the top side in this phase description of the body motion is
significantly weaker than the other two and diffuses rapidly in the downstream wake.
In the third phase (3), the counter clockwise vorticity on the topside of the square can
be assumed to be separated near the corner of the square and is then cross-annihilated
by its interaction with the top shear layer by the fourth phase.

These P + S near-wake vortex interactions are not revealed in the VIV lift and
oscillation frequency response. This is not unusual, as any energy contributed to the
body from the vortex splitting of the pair would be minimal. The angle variation is
responsible for the location of the square’s corners and therefore a determining param-
eter influencing whether the shear layers encounter the high strain region located near
the corners of the square. The PIV phase images indicate that the genesis of the vortex
splitting is within these high strain regions, supporting the observation that the angle
of attack defines the wake modes observed. As the square is rotated counter-clockwise
from α = 45◦ (decreasing angle of attack), the rear corner and its associated high strain
region moves upwards, and less of the bottom shear layer wraps around the body. Even-
tually, as the body approaches the square orientation each shear layer interacts with a
symmetry resulting in the 2S mode observed in Figure 5.5.

The higher branch vortex mode, shown in Figure 5.8(b) at U∗ = 8◦ and α = 20◦

displays a 2P wake. Comparing the two resonant regions wake states highlights the
difference in timing of the vortex shedding with respect to the body’s oscillation. For
the higher branch the bottom shear layer in the first phase [Figure 5.8(b) (1)] extends
further into the wake than at the lower velocity where VIV occurs, and results in a
splitting that leads to the 2P wake structure. The first vortices shed from each side are
close to the centre line and weaker than the second vortices, as seen for the diamond
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Figure 5.8: Phase-averaged PIV results showing the square cylinder oriented at α = 20◦

with a P +S shedding mode at U∗ = 5 in (a), and a 2P mode at U∗ = 8 in (b). Eight phases
are shown over one oscillation cycle. The dashed iso-lines (filled blue) represent clockwise
(negative) vorticity, and the solid iso-lines (filled red) represent counter-clockwise (positive)
vorticity. (To be continued).
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Figure 5.8: Phase-averaged PIV results showing the square cylinder oriented at α = 20◦

with a P +S shedding mode at U∗ = 5 in (a), and a 2P mode at U∗ = 8 in (b). Eight phases
are shown over one oscillation cycle. The dashed iso-lines (filled blue) represent clockwise
(negative) vorticity, and the solid iso-lines (filled red) represent counter-clockwise (positive)
vorticity. (Continued).
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VIV in Figure 5.3. The first vortex shed from the top of the cylinder is considerably
weaker, diffusing rapidly in the near wake.

5.2.5 Intermittency

It is informative to discuss the intermittent behaviour observed in the oscillation re-
sponse time series. In the higher branch the square cylinder oscillations undergo an
intermittent phenomena that is not seen in either the VIV or galloping dominated
regimes. This intermittency is isolated to the fringes of the higher branch regime, at
α = 22.5◦ and at α = 7.5◦ (these are highlighted in darker shades on the map in Fig-
ure 5.9). Figure 5.10 shows the CWT of the oscillation measurements for increasing
velocities at α = 7.5◦. As the velocity is increased the oscillations experience a distinct
and ultimately total loss of periodicity. Analysis of the frequencies was extended to
cover a broader range than is shown here but no significant spectral energy contribu-
tion was found. The contours at U∗ = 7.9 show a highly periodic signal with two
distinct frequency bands, with peaks at f = 0.458 and its harmonic f = 0.916, and
occasional loss of periodicity. As the velocity is increased, the loss of periodicity is
more prominent, with no discernible frequency and, in fact, the cylinder barely oscil-
lates. The duration and timing of the periodic loss appears chaotic, characteristic of
intermittency.

5.3 VIV of a diamond cylinder with different mass ratios

The previous investigations in §5.2.2 have shown that a freely-vibrating diamond cylin-
der with low mass and damping ratios behaves in a VIV response fashion. One of the
interesting findings is that the amplitude response A∗10 remains constantly at A∗10 = 0.4
in the desynchronisation region, which is much higher than that of a circular cylin-
der. This motivates further experiments to investigate the dynamic behaviours of a
freely-vibrating diamond cylinder with different mass ratios.

5.3.1 Experimental details

The square cylinder model used in this section was the Body VI described in Table 3.3.
This cylinder had an outside width of W = 25 mm and an immersed length of L =
620 mm, giving an aspect ratio of AR = L/W = 24.8 and a displaced water mass of
md = ρW 2L/4 = 373.2 g. Other system parameter values, such as the total mass of
the system, the natural frequency in air and water, and the structural damping ratio,
are given in Table 5.1. The total mass of the oscillating system was varied in a range
of 985.4 g 6 m 6 5598 g, by adding extra weights on top of the air bearing system’s
carriage, which resulted in a mass ratio range of 2.64 6 m∗ 6 15 for the investigation.
Correspondingly in the cases (7.5 6 m∗) with excessive weights, the stiffness of the
system was adjusted by adding extension spring pairs to ensure the reduced velocity
range (2 < U∗ < 18) of interest remained within the capacity of the water channel
facility. The corresponding Reynolds number range was 1800 < Re < 16 000. The
structural damping ratio measured was in a relatively low range of 1.31× 10−3 6 ζ 6
2.58×10−3. Additionally, the end condition was controlled using a platform with a gap
of approximately 1 mm between the cylinder’s free end.

To investigate the 2S → 2P wake mode transition, PIV measurements were con-
ducted at two reduced velocities. The PIV images were sampled using the phase-locked
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Figure 5.9: (Colour online) Map of flow-induced vibration response of a square cylinder
with variation in the angle of attack, α, and reduced velocity, U∗. Regions are labelled
according to response type. Shaded light blue region contains (UB) upper amplitude branch
of VIV bounded by solid line, and (V) VIV dominated frequency response; region bound by
thick solid line: Higher branch (HB) frequency response with black line bounding the high
amplitude response region; dark shaded region: Galloping response (G) with low frequency
galloping and low frequency dominated response with other frequency contributions. The
region (S) represents a region where the HB frequency splits into diverging frequencies. Red
regions bounded by dashed borders contain intermittency in the responses. Force and position
measurement locations are shown by symbols representing the dominant frequency selection
of the cylinder motion: Shedding frequency (circles); higher branch frequency (triangles); and
lower frequencies (squares). The relative size of the symbols denote the relative energy of the
dominant frequencies in the system. Filled symbols mark points where PIV measurements of
the near wake were taken.
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Figure 5.10: Time history of energy contour plots of frequency at α = 7.5. The gaps in the
contours highlight regions where the cylinder’s periodic oscillation is disrupted.

m∗ m md fna fnw ζ Spring Pairs

2.64 985.4 g 373.2 g 0.803 Hz 0.648 Hz 2.58×10−3 1

3.0 1119.6 g 373.2 g 0.753 Hz 0.618 Hz 2.51×10−3 1

3.5 1306.2 g 373.2 g 0.700 Hz 0.587 Hz 2.46×10−3 1

4.0 1492.8 g 373.2 g 0.654 Hz 0.557 Hz 2.54×10−3 1

5.0 1866 g 373.2 g 0.586 Hz 0.515 Hz 2.46×10−3 1

7.5 2799 g 373.2 g 0.656 Hz 0.603 Hz 1.70×10−3 2

10.0 3732 g 373.2 g 0.570 Hz 0.530 Hz 1.57×10−3 2

15.0 5598 g 373.2 g 0.565 Hz 0.544 Hz 1.31×10−3 3

Table 5.1: A table showing the experimental parameters of the total mass, the natural
frequency in air and water, the structural damping ratio of a diamond cylinder system at
different mass ratios
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sampling technique (described in § 3.6.4) at eight different phases of the cylinder os-
cillation cycles, each phase containing 256 image pairs for vorticity field calculations.
Along with the PIV measurements, the body displacement and fluid force were also
measured simultaneously for more than 2000 oscillation cycles (> 1 hour).

5.3.2 Amplitude and frequency responses

Figure 5.11 shows the amplitude and frequency responses of the diamond cylinder with
different mass ratios. Unsurprisingly, the amplitude and frequency responses of all
mass ratio cases display a VIV response in general. The oscillations of all cases begin
with very low amplitudes (A∗10 < 0.06) at low reduced velocities, while the oscillation
frequencies follow the Strouhal number function trend, St = 0.176, of the stationary
body. This Strouhal number measured with a platform end control is 5% higher than
that of St = 0.167 measured with the body’s free end given a small gap (2 mm) to
the channel floor, suggesting the Strouhal number of a stationary diamond cylinder is
more sensitive than a circular cylinder (within 1% in difference based on the previously
presented results) to the effect of boundary layer associated with the channel floor.
As the reduced velocity is increased, the oscillation frequencies are dominated by the
natural frequency of the system, and the amplitudes jumps sharply to the initial branch
with A∗10 > 0.25. The onset of U∗ required for this initial amplitude jump depends
slightly on the mass ratio. In the initial branch, the body’s oscillations are highly
periodic, with the oscillation frequency approaching to the natural frequency of the
system. The amplitude response grows up to the upper branch when the oscillation
frequency passes through the natural frequency of the system, namely f∗ = 1. For
the low mass ratio cases (m∗ 6 5), the A∗10 response grows gradually without sharp
discontinuity from the initial to upper branch, while an obvious jump in the A∗10 are
observed in the cases of m∗ > 5. The maximum amplitude occurs in the reduced range
of 5 < U∗ < 6 when the f∗ response dips to a minimum value in that U∗ range. The
maximum A∗10 response of the case m∗ = 2.64 observed is A∗10 = 0.76 at U∗ = 5.4,
while the case of m∗ = 15 reaches its maximum A∗10 value of A∗10 = 0.7 at U∗ = 5.2.
After the maximum amplitude, the amplitudes of case m∗ = 2.64 drops gradually to
lower amplitudes of A∗10 = 0.43 at U∗ = 8, and the oscillation frequencies follow the
Strouhal number function trend again at higher reduced velocities, indicating the end
of the synchronisation region. As the mass ratio is increased, the amplitude trends in
the desynchronisation region are significantly suppressed from A∗10 ≈ 0.4 for m∗ = 2.6
to A∗10 ≈ 0.07 for m∗ = 15. Additionally, the upper limit the synchronisation region is
reduced from U∗ = 8 for m∗ = 2.64 to U∗ = 7 for m∗ = 15.

In contrast to what is seen in the classic circular cylinder geometry, these results
the amplitude response in the desynchronisation region can be suppressed significantly
by the effect of mass ratio.

5.3.3 Wake mode transition

The previous results have shown that a 2P wake mode is observed in the case with
m∗ = 2.2 at U∗ = 8.0 in §5.2.2.2, while other PIV measurements (not presented in this
thesis) also revealed a wake mode transition from a 2S mode at U∗ = 3.25 to a 2P
mode at U∗ = 4.25. Thus, it is of interest to understand the relationship between wake
mode transition and the vortex phase of a freely-vibrating diamond cylinder. On the
basis of previous studies of VIV of circular cylinders, a sharp jump in the vortex phase
from 0◦ to 180◦ is expected to be associated with the wake mode transition from 2S to
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Figure 5.11: The amplitude and frequency responses of a diamond cylinder with different
mass ratios.
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2P in the diamond cylinder case. To reveal this relationship, PIV measurements were
conducted on a diamond cylinder with a relatively high mass ratio of m∗ = 15.

Figure 5.12 shows the diamond cylinder’s vortex phase response in (c), along with
the amplitude and frequency responses that have been presented previously in Fig-
ure 5.11. The locations of the PIV measurements at U∗ = 3.75 and U∗ = 4.2 are
highlighted in red brackets. Like other cases of different mass ratios, the diamond
cylinder’s oscillations begin with very low amplitudes (A∗10 < 0.06) and the reduced
frequency f∗ following the Strouhal number function trend of the fixed body, and then
the oscillation amplitudes jump with A∗10 ≈ 0.4 when the dominant oscillation frequency
is well defined with a single peak value and jumps up close to the natural frequency
of the system in water. Unlike the cases with lower mass ratios (i.e. m∗ 6 5) having
a gradual amplitude growth without discontinuity from the initial branch to the upper
branch, the present amplitude response experiences an obvious jump from the initial
branch to the upper branch, with A∗10 = 0.46 jumping to A∗10 = 0.58 at U∗ ≈ 4.1.
Corresponding to this jump, the vortex phase also undergoes a jump from φvortex = 0◦

to φvortex = 180◦ when the oscillation frequency passes through the natural frequency
of the system in water. The φvortex remains constantly around 180◦ over a reduced
velocity range of 4.1 < U∗ < 6.4, before it jumps gradually down to φvortex ≈ 155◦

as the oscillation frequency moves back to follow the Strouhal number function trend
for higher reduced velocities. It should be noted that the vortex phase calculations are
conducted only when the oscillations are highly periodic, due to the assumption that
the oscillations can be approximated to a sinusoidal function (Govardhan & Williamson
2000).

Figure 5.14 shows PIV measurement results of the diamond cylinder undergoing
a wake mode transition from a 2S mode at U∗ = 3.75 to a 2P mode at U∗ = 4.20.
In Figure 5.14 (a), as the body moves upwards from the centre position in (1) to the
top position (y ≈ 0.4H) in (3), the negative vorticity of the shear layer forming from
the upper side corner of the body gradually becomes stronger causing a positive CCW
vortex (red) formed on the lower side to shed in (3). After the first single vortex has
been shed, the body is beginning to move back to the centre position, and the positive
vorticity of the shear layer forming from the bottom side corner gradually becomes
stronger and rolls up to initiate the shedding of a negative CW vortex when the body
reaches the bottom position (y ≈ −0.4H) in (7). This vortex shedding procedure
repeats itself to shed off two single vortices per oscillation cycle. Due to the fixed flow
separation points and high strain caused by the sharp trailing edge, the vortices are
shed off alternately in the very near wake and are organised in a stable double-row
configuration with a parallel wake width of 2H, while a single-row 2S mode is widely
reported to exist in the initial branch of the circular cylinder cases.

Figure 5.14 (b) shows the 2P mode, which is similar to that of the case withm∗ = 2.2
at U∗ = 8.0 shown in Figure 5.3 (b). At the beginning in (1), the body moves upwards
from the centre position, and a CCW vortex is being shed from the bottom shear layer.
As the body continues moving towards to the top position of the oscillation cycle in (2)
– (3), a negative CW vortex is shed off from the body’s trailing edge to form the a first
vortex pair with the previously shed CCW vortex. This procedure is mirrored as the
body is moving downwards from the top to the bottom position of the oscillation cycle,
as shown in (4) – (7), causing a second vortex pair to shed. As in the case shown in
Figure 5.3 (b), the vortices travelling close to the centre line are relatively weaker, and
they dissipate at x ≈ 4H in the downstream. The CCW and CW vortices shed from
the body side corners, on the other hand, are spread much wider than those in the 2S
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Figure 5.12: Plots of the amplitude, frequency and vortex phases responses of a diamond
cylinder with m∗ = 15.0. The symbols highlighted in red brackets represent locations where
the wake vorticity field is measured using PIV technique. The diamond cylinder undergoes a
wake mode transition of from a 2S to a 2P mode associated with a vortex phase jump from 0◦

to 180◦ in (c), as the amplitude response jumps from the initial branch to the upper branch
in (a) and the oscillation frequency passes through the natural frequency of the system in
water at U∗ ≈ 4.1 in (b).
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Figure 5.13: Time traces of the displacement, total transverse lift, total phase, vortex force
and vortex phase of a diamond cylinder with m∗ = 15.0 and ζ = 1.31 × 10−3 at U∗ = 3.73,
corresponding to Re = 2755, in (a) and U∗ = 4.20, corresponding to Re = 3085, in (b).
As the oscillation frequency passes through the natural frequency of the system, the vortex
phase, φvortex, experiences a sharp jump from around 0◦ to 180◦, which is associated with
a wake mode transition from 2S to 2P mode. This wake mode transition causes a change
in the timing of vortex shedding, and then results in significant increase of the magnitude of
the vortex force.
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mode due to larger oscillation amplitudes, and they travel with an oblique angle with
respect to the centre line. Compared to the 2Po mode behind an oscillating circular
cylinder when φtotal ≈ 0◦ and φvortex ≈ 180◦, the present vorticity fields of the diamond
show that the second vortex in each vortex pair is much stronger than that of the 2Po
mode of circular cylinders.

In conclusion, the results have shown that a freely vibrating diamond cylinder un-
dergoes a wake mode transition from a 2S to a 2P mode, which is associated with a
jump in the vortex phase and a jump in the amplitude response from the initial to the
upper branch, as the oscillation frequency passes through the natural frequency of the
system in water. This wake mode transition is similar to the case of a circular cylinder
with m∗ = 8.63 studied by Govardhan & Williamson (2000). However, both the force
and vorticity measurements of the diamond cylinder cases (m∗ = 2.2 and 15) do not
observe the coexistence of 2S and 2P (or 2Po) modes that have been found in VIV of
a circular cylinder with m∗ = 2.66 presented previously in § 4.3.3, which may suggest
the coexistence of 2S and 2P (or 2Po) modes are present only in the circular cylinder
cases with very low mass and damping ratio.

5.4 Summary of the chapter

This chapter has shown cross-flow FIV response of a freely vibrating square cylinder
with low mass-damping ratio. Investigations are firstly undertaken on two symmetric
orientations: the diamond orientation (α = 45◦) and the square orientation (α = 0◦).
Similar to the circular cylinder case, the diamond orientation behaves in a VIV response
fashion over an investigated reduced velocity range of 2 < U∗ < 18. The results show
that the diamond cylinders experience a narrower resonant region comparable to that
of the circular cylinder cases with similar mass and damping ratio. The results also
reveal the influence of the shear layer separation on the fluid forces experienced by the
body, indicated by the oscillation frequency of the body following the Strouhal shedding
frequency of the stationary. Furthermore, the lift force decomposition of the diamond
cylinder shows two similar jumps in the total lift force phase and the vortex phase that
have been seen in the previous circular cylinder cases. The PIV measurements for the
wake modes also clearly reveal that a wake mode transition from 2S to 2P is associated
with a jump in the vortex phase from 0◦ to 180◦. As expected, the square orientation,
on the other hand, experiences galloping phenomenon with the oscillation amplitude
growth in good agreement with the literature.

As the angle of attack is varied from α = 45◦ to α = 0◦, the square cylinder
experiences transitions of body-oscillator phenomena from VIV to a complex non-linear
combination mode of VIV and galloping, and then to galloping. A new higher branch
(HB) having an oscillation envelop in excess of amplitudes produced by either VIV
and galloping is uncovered in the combined mode region. This new branch is also
characterised by multiple-frequency oscillations with a frequency component close to
the sub-harmonic of the vortex shedding frequency of the stationary body. However,
the current body oscillator models do not account for this new branch, nor does the
quasi-steady theory. Galloping response of a square cylinder with low mass-damping
ratio is limited to the angle of attack of α < 10◦.

The current work has shown body geometry is an important control parameter in the
formation and shedding of vortices from a square cross-sectional cylinder. As a result
of body geometry, the dynamic FIV response of the body is significantly influenced.
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Figure 5.14: Phase-averaged PIV results showing a double-row 2S shedding mode of a
diamond cylinder with m∗ = 15 at U∗ = 3.75, and a 2P mode at U∗ = 4.20. Eight phases
are shown over one oscillation cycle. The dashed iso-lines (filled blue) represent clockwise
(negative) vorticity, and the solid iso-lines (filled red) represent counter-clockwise (positive)
vorticity.
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Figure 5.14: Phase-averaged PIV results showing a double-row 2S shedding mode of a
diamond cylinder with m∗ = 15 at U∗ = 3.75, and a 2P mode at U∗ = 4.20. Eight phases
are shown over one oscillation cycle. The dashed iso-lines (filled blue) represent clockwise
(negative) vorticity, and the solid iso-lines (filled red) represent counter-clockwise (positive)
vorticity. (Continued).
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Chapter 6

Conclusions and
Recommendations for Future
Work

6.1 Conclusions

In this thesis, transverse flow-induced vibrations of circular and square cylinders with
low mass and damping have been investigated experimentally over a range of param-
eter space, such as the reduced velocity, mass ratio, and angle of attack in the square
cylinder cases. In particular, the dynamic response of two typical body-oscillator phe-
nomena of FIV, vortex-induced vibration and galloping, were fundamentally studied
using simultaneous measurements of the body displacement, the fluid forces on the
body and the vortex structures in the near wake. A summary of the main findings from
this study are outlined in the following sections.

6.1.1 Vortex-induced vibration of a circular cylinder

The results of VIV of circular cylinders with low mass and damping, which agree
well with the prior studies in the literature, have shown there are three amplitude
response branches, depending on the reduced velocity: the initial, the upper and the
lower branches. The body oscillations in the initial branch are characterised by quasi-
periodic motion influenced primarily by the vortex shedding frequency and the natural
frequency of the system. The amplitude response undergoes a jump to the upper
branch at U∗ ≈ 1/St, as the oscillation frequency passes through the natural frequency
of the system in water, indicating the onset of the lock-in region. Across this amplitude
jump, Govardhan & Williamson (2000) proposed that a cylinder underwent a wake
mode transition of 2S ↔ 2P modes corresponding to a sharp jump in the vortex phase,
φvortex = 0◦ ↔ 180◦. However, the present results of a cylinder with m∗ = 2.66 have
shown that a 2S mode is observed at the beginning of the upper branch where the
body oscillation frequency is equal to the natural frequency of the system, f∗ = 1, and
the vortex phase is constantly at φvortex ≈ 0◦. Further, the measurements of the forces
and vorticity fields have confirmed the coexistenece of the 2S and the 2Po modes in the
middle of upper branch at U∗ = 5.91, where the body experiences the largest amplitude
vibration. These observations have not previously reported in the previous studies of
free vibration of circular cylinders. As the reduced velocity is further increased, the
amplitude response undergoes an intermittent-switching transition of between the upper
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and lower branches at higher reduced velocities. This response branch transition is
associated with sharp changes in the total phase between 0◦ and 180◦, and a 2Po ↔ 2P
wake mode transition. It is widely accepted that the fluid force and the cylinder motion
are highly periodic in the lower branch.

The dynamic response of a freely-vibrating cylinder has been compared with that of
the forced vibrations of the cylinder following the free-vibration and sinusoidal trajecto-
ries. The comparison results have shown that the transverse lift and vortex forces, total
and vortex phases, and the wake mode patterns of free vibration can be replicated by
the forced vibration precisely following the free-vibration trajectory when the total and
vortex phases are constant over time in the initial branch, the beginning of the upper
branch and the lower branch. While in the middle of the upper branch of free vibration
where the body experiences largest-scale oscillations and complicated sharp changes
in the total and vortex phases, comparison results have shown significant differences
between the free and the trajectory-following vibrations arise primarily from the total
phase, the decomposed vortex force and phase, and the wake modes. In particular,
the tracking vibration presents coexistence of three wake modes, the 2S, the 2Po and
the 2P modes, compared to only two modes, 2S and 2Po modes, coexisting in the free
vibration case. However, the causes for the differences between the two vibration cases
have still not been fully explained.

On the other hand, the results from a cylinder forced to oscillate sinusoidally agree
well with the literature. It has been shown that sinusoidal forced vibration is an ade-
quate model for free vibration in the lower branch, where the total and vortex forces
are well represented by sinusoidal functions and the phases are constantly around 180◦.
Compared directly with free vibrations in the upper branch, sinusoidal forced vibrations
with the A∗10 amplitude were found to have both the total and vortex phases above 180◦

indicating the energy transfer was from the structure to the fluid.

6.1.2 Flow-induced vibration of a square cylinder

FIV of a square cylinder was initially examined at m∗ = 2.2 on two symmetric ori-
entations: the diamond (α = 45◦) orientation and the square (α = 45◦) orientation.
The results showed that the response of a diamond cylinder behaves in a VIV fashion
over an investigated reduced velocity range of 2 < U∗ < 18. Compared with the case
of a circular cylinder, VIV of a diamond cylinder was found to have a narrower res-
onant region with the maximum oscillation amplitudes approximately 15% less than
the circular cylinder case with similar mass and damping ratio. Interestingly, the A∗10

amplitude response throughout the desynchronisation region was constantly around
A∗10 = 0.4, much larger than that of the circular cylinder case, A∗10 ≈ 0.1. Like the
circular cylinder cases, force decomposition also revealed that VIV of a diamond cylin-
der also experiences two sharp jumps in the total phase and the vortex phase. A sharp
jump in the vortex phase from around 0◦ to 180◦ was found to be associated with a
jump in the amplitude response from the initial branch to the upper branch, as the
body oscillation frequency passes through the natural system in water. Corresponding
to this jump , vorticity measurements also demonstrated that the wake mode undergoes
a transition from the 2S to the 2P mode, rather than from the 2S to the 2Po mode
(the weak 2P mode) that has been seen in the circular cylinder case. There is also a
sharp jump in the total phase around 0◦ to 180◦ at the end of resonant region indi-
cated by the oscillation frequency following the Strouhal frequency for the stationary
body. However, the wake mode still remains as the same 2P mode. Later, subsequent
experiments have investigated the effect of mass ratio on the amplitude response of
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the desynchronisation region, showing that the A∗10 response was considerably reduced
from around 0.4 to 0.1 as the m∗ was increased from 2.2 to 15. As expected, the results
of the square orientation, on the other hand, have shown that the cylinder experiences
galloping phenomenon with the oscillation amplitude growth in good agreement with
the literature.

Further, the results of the square cylinder with angle of attack variation have shown
that the vibration response of the body can be influenced significantly by the physical
angle of attack with respect to the free-stream flow. The body experiences transitions
of body-oscillator phenomenon from VIV to a complex non-linear combination mode
of VIV and galloping, and then to galloping, as the angle of attack is varied from
α = 45◦ to 0◦. A new higher branch (HB) having an oscillation envelop in excess
of amplitudes produced by either VIV or galloping is observed in the combined mode
region over 10◦ 6 α 6 22.5◦. This new branch is also characterised by multiple-
frequency oscillations with a frequency component close to the subharmonic of the
vortex shedding frequency of the stationary body. However, the current body oscillator
models do not account for this new branch, nor does the quasi-steady theory. Galloping
response of a square cylinder with low mass-damping ratio is limited to the angle of
attack of α < 10◦.

6.2 Recommendations for future work

It is hoped that the present study has provided some additional understanding of the
dynamic response of FIV of circular and square cylinders. However, it has inevitably
raised a number of fundamental issues that could be investigated. In this final sec-
tion, some of these issues are listed below under separate headings for vortex-induced
vibration of a circular cylinder, and flow-induced vibration of a square cylinder.

6.2.1 Vortex induced vibration of a circular cylinder

• Further investigation of the wake mode overlapping region in the upper branch. If
the causes responsible for the switching phenomena of the total and vortex phases
could be addressed, it would be helpful to develop a more accurate model for the
VIV response in the upper branch. This may involves modulating the amplitude
and the frequency of forced motion to characterize the forces on the body, the
corresponding phases, and the wake modes in the near wake.

• Active control of VIV. As the results have shown that slight modulation in the
forced motion can result in significant differences in the forces, the phases and the
wake modes, active control of VIV, by introducing perturbations either into the
oscillating structure or the flow, could be explored on the basis of the air-bearing
rig and the real-time feedback control system.

6.2.2 Flow-induced vibration of a square cylinder

• Investigation of FIV a diamond cylinder with angle of attack variation at low
Reynolds number (i.e. Re < 1000). This could be done using numerical simu-
lations. As it is extremely difficult to experimentally investigate the shear layer
structures around an square cylinder undergoing combined galloping and VIV, a
numerical study would also help to explain the influence of flow separation on the
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dynamic responses of the oscillating body, which is believed to have significant
impact on the body-oscillator phenomena.

• Prediction of VIV of a diamond cylinder with low mass and damping ratio. This
could be done, using the air-bearing rig and the motion control system developed,
by comparing the free vibration and forced vibration. Within this framework,
contributions would be made for contours of the fluid forces, the phases, and the
wake mode regimes, providing better understanding of the flow past an oscillating
bluff body.

• Further investigation of the effect of mass ratio on the amplitude and frequency
responses of FIV a square cylinder with angle of attack variation, especially the
responses of the higher branch in the combined mode region of VIV and galloping.
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Appendix A

Wheatstone Bridge

A Wheatstone bridge circuit (as shown in Figure A.1) is most frequently used for strain
measurements. It is noted that a full Wheatstone bridge circuit configured with four
active gauges has an important effect to achieve temperature compensation.

R4

R1 R2

R3

D

A

B

C

VEX

Vout

Figure A.1: A diagram of full Wheatstone bridge circuit.

According to Kirchhoff’s first rule,the currents in junctions B and D can be found
by the following equations:

I1 − I2 + IG = 0 (A.1)

I4 − I3 − IG = 0 , (A.2)

where IG is the current flowing through the galvanometer between the points B and
D. Thus, the voltage in the loops of ABD and BCD can be found using Kirchhoff’s
second rule by the following equations:

I1.R1 − I4.R4 − IG.RG = 0 (A.3)

I2.R2 − I3.R3 + IG.RG = 0 . (A.4)
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If the bridge is balanced and IG = 0, the above set of equations can be rewritten as
follows:

I1.R1 = I4.R4 (A.5)

I2.R2 = I3.R3 . (A.6)

Thus, the output voltage Vout is determined by the following equation:

Vout =
( R2

R1 +R2
− R3

R3 +R4

)
VEX . (A.7)

Differentiating Eq. A.7 yields:

dVout
VEX

=
R1R2

(R1 +R2)2

(dR2

R2
− dR1

R1

)
− R3R4

(R3 +R4)2

(dR3

R3
− dR4

R4

)
. (A.8)

If R1 = R2 = R3 = R4, the above Equation A.8 can be rewritten as follows:

dVout
VEX

=
1

4

[(dR2

R2
− dR1

R1

)
−
(dR3

R3
− dR4

R4

)]
for subtracting circuit, (A.9)

or

dVout
VEX

=
1

4

[(dR2

R2
− dR1

R1

)
+
(dR4

R4
− dR3

R3

)]
for adding circuit. (A.10)
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